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Abstract One of the challenges of speech-to-speech trans-

lation is to accurately preserve the paralinguistic information

in the speaker’s message. Information about affect and emo-

tional intent of a speaker are often carried in more than one

modality. For this reason, the possibility of multimodal in-

teraction with the system and the conversation partner may

greatly increase the likelihood of a successful and gratifying

communication process. In this work we explore the use of

automatic facial expression analysis as an input annotation

modality to transfer paralinguistic information at a symbolic

level from input to output in speech-to-speech translation. To

evaluate the feasibility of this approach, a prototype system,

FEAST (Facial Expression-based Affective Speech Trans-

lation) has been developed. FEAST classifies the emotional

state of the user and uses it to render the translated output in

an appropriate voice style, using expressive speech synthe-

sis.
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1 Introduction

Speech-to-speech translation is an application where speech

recognition, machine translation, and speech synthesis are

used together as a communication tool between humans

speaking different languages. Where human-to-human com-

munication is mediated by a machine, the mere processing of

linguistic content is insufficient to guarantee communication

success. To ensure seamless understanding between conver-

sation partners, the mediator system needs to be able to de-

tect and transmit paralinguistic, affective information in real

time. Information about the emotional state of the speaker, as

well as affective nuances in the intent of a message are often

contained in more than one modality: voice, facial expres-

sion, hand gestures, posture, etc. The real time processing of

such multimodal information not only makes the process of

transmission more robust, but also opens the door to exploit-

ing communication elements that are less language depen-

dent, simultaneously with the translation of linguistic con-

tent between two languages. The role of the speech synthe-

siser in expressing emotion and affect is crucially important

in this process [3]. Unlike other applications such as text-

to-speech (TTS) systems, where affect and emotion would

need to be predicted from the textual input of the synthesiser,

speech-to-speech translation systems can apply processing

strategies to multimodal input, to classify and reflect the pa-

ralinguistic information from a speaker’s intended message.

The primary input required for a successful speech-to-

speech translation process, is the linguistic content of the

user’s speech captured by a speech recogniser. However,

many speech-to-speech translation systems have benefited

http://dx.doi.org/10.1007/s12193-013-0128-x
http://dx.doi.org/10.1007/s12193-013-0128-x
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from integrating additional sources of information, with the

aim of improving the accuracy of the recognition task [19],

enhancing the user’s experience with the system through

a multimodal interface [16], or influencing the synthetic

speech output to be – in some aspect – more similar to the

source speech signal. Within the latter task, the main target

of research effort has been to preserve the identity of the

speaker in the target language. The main approaches to this

include cross-lingual speech synthesis and voice conversion

techniques [11].

A less prevalent, yet emerging focus of interest is to

transmit paralinguistic information from the source to the

target speech, in order to better capture the nuances of the

input message and minimise the chance of misunderstand-

ings due to incorrect representation of prosodic and emo-

tional features.

Agüero et al. [1] aim to preserve the prosody of the input

speech in the translated synthetic output speech by transmit-

ting F0 contours between Spanish and Catalan speech. While

this method may produce good results for closely related lan-

guage pairs, when translating across languages that are very

different, a less language dependent approach might be de-

sirable.

Kano et al. [9] propose a language independent method

to translate paralinguistic information from source to target

speech by transferring acoustic features such as duration and

power to the output speech. This method is able to transmit

information about emphasised words in sentences, which is

useful in situations where a message needs to be repeated

because of a previous mistake, so that the word where the

mistake was made can be emphasised in the target language

as well.

In the present paper, another type of paralinguistic in-

formation is targeted, namely information carried about the

emotional state of the user. As a first step towards a method

that translates affective states independently of the source

language, we aim to integrate visual sources of information

into the speech-to-speech translation process, by using facial

expression as an input annotation modality. Essentially, the

idea is to automatically analyse the facial expression of the

speaker, and process this interpretation as paralinguistic in-

formation alongside the speech translation, by mapping the

underlying emotion of the speaker’s facial expression to the

voice style of a speech synthesiser. The speaker’s emotional

state interpreted from his or her facial expression is trans-

ferred as an abstract concept in a paralinguistic analogy of

interlingual transfer [20], i.e., the translation from the source

to the target by means of an intermediate high-level represen-

tation.

Previous studies which processed multimodal input (face

and voice) for emotion recognition have reported promising

results [7, 21]. For the purposes of affective speech transla-

tion, it is desirable to apply a method to recognise the emo-

tional state of the speaker which is as language-independent

as possible. While the expression of emotion through fa-

cial features may show some differences across cultures, vi-

sual expressions of emotion are likely to be less language-

dependent than vocally expressed emotional features [8].

The goal of this study is to assess the extent to which this

preservation of the speaker’s paralinguistic (implicit) mes-

sage is possible based on analysing visual input alone. In

order to test this, the FEAST prototype system has been de-

veloped, focusing on the task of recognising and preserv-

ing “stereotypical” representations of three basic emotions,

happy, sad, and angry (or emotionally neutral input), at the

utterance level. The output of the system is generated by

an expressive speech synthesiser that includes voice styles

reflecting each of these emotional states. The extension of

the system to process more nuanced expressions of affect

through dimensional approaches, as well as the integration

of acoustic features of emotion to improve classification ac-

curacy, is a subject of future work.

2 System architecture and processing workflow

The FEAST prototype system takes multimodal input in the

form of video and audio, processes the linguistic and para-

linguistic aspects in tandem, and generates spoken output by

means of a speech synthesiser. A diagram of the system ar-

chitecture is shown in Figure 1.

The linguistic content is extracted from the input au-

dio using automatic speech recognition (ASR) and auto-

matically translated into the target language. The speech-

to-speech translation component is implemented using the

audio video

speech recognition facial analysis

content analysis emotion classification

translation style selection

expressive synthesis

in
pu

t
lin

gu
is

tic
pr

oc
es

si
ng

pa
ra

lin
gu

is
tic

pr
oc

es
si

ng

ou
tp

ut

Fig. 1 System architecture of FEAST. The content and audio are not

yet used for emotion classification.
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Fig. 2 Screenshot of the FEAST system in action [from 2]). The cam-

era captures the user’s face and displays it in the left window, while the

console window to the right logs the recognised utterance and its trans-

lation, along with the facial expression classification results. The trans-

lation is synthesised using the appropriate expressive speaking style

and played back (not shown).

Microsoft Speech software development kit (SDK)1 and the

Bing Translation application programming interface (API).2

On the paralinguistic side, the video input is processed

by a face detection and analysis component, which extracts

the facial expression of the speaker from the video frames.

The resulting features are subsequently classified into emo-

tion categories, which are then used to select an appropriate

synthesis style.

The MARY TTS synthesiser [15] as the final component

takes as input the textual representation of the linguistic con-

tent, as well as the voice style selected by the paralinguistic

processing, and generates the spoken translation rendered in

the appropriate style.

A short video presenting the functionalities of the

FEAST demo system can be viewed in Online Resource 1;

a screenshot is shown in Figure 2.

3 Linguistic processing

The current version of the system focuses on identifying and

preserving the paralinguistic information of the audiovisual

input in the translated synthetic speech. The linguistic pro-

cessing can comprise speech recognition, content analysis,

and machine translation components, as shown on the left

side of Figure 1. Currently, the FEAST system predicts the

emotion for the target speech using only the facial expression

from the video input. However, the system also provides the

scope for integrating additional components, e.g., audio and

text content analysis, which could contribute to predicting

emotion for the speech output.

The speech recognition component for FEAST is im-

plemented using the Microsoft Speech SDK that provides

general-purpose acoustic models for English ASR. For bet-

ter accuracy, we restrict the recognition to the application do-

main. The translation component is based on the Bing Trans-

1 http://www.microsoft.com/en-us/download/details.aspx?id=

10121
2 http://www.microsofttranslator.com/dev/

lation API that provides the German translation of the given

English input.

The translated text is then combined with the affective

state determined by the facial expression analysis compo-

nents to form an Emotion Markup Language (EmotionML)

document.3 Finally, this is sent to the synthesis server, yield-

ing the translation output, spoken in the target style.

4 Paralinguistic processing

The system components which process paralinguistic fea-

tures comprise individual components for face detection and

analysis (Section 4.1), emotion classification (Section 4.2),

and style selection (Section 4.4).

4.1 Face detection and analysis

The face detection and expression analysis used in this study

is performed by the SHORE library for real-time face detec-

tion and fine analysis.4 An API for the system has been made

available by Fraunhofer Institute for Integrated Circuits for

academic demonstration and evaluation purposes.

When detecting faces and facial expressions, SHORE

analyses local structure features in an image (or series of

images) that are computed with a modified census transform

[10]. Hereby the images are summarised by local feature ker-

nels, 3× 3 images where the image local structure is sum-

marised in binary notation. These feature kernels allow for

fast identification of facial features such as the eye and mouth

distance, as well as the curve of the mouth and whether it or

the eyes are open.

Using the ImageMarker application of the SHORE tool-

box, analysed and identified images are annotated with addi-

tional information such as gender, facial expression and age.

Various classifiers are trained on this data, and combined into

one strong classifier using the AdaBoost method [10]. The

fine analysis outputs scores for four distinct facial expres-

sions, angry, happy, sad, and surprised, with a value for the

intensity of the expression, as well as a confidence measure.

The latter two range from 0 to 100, with a higher value indi-

cating higher intensity and likelihood, respectively. If a face

is detected in an image with no facial expression values, it

can be interpreted as a neutral face.

The SHORE library has previously been integrated with

an English language expressive speech synthesiser for an

application developed for use in speech generating devices

of non-speaking individuals [18], where static images were

processed for utterance production. Because the SHORE

API can analyse still images in real-time, for the purposes

3 http://www.w3.org/TR/emotionml/
4 http://www.iis.fraunhofer.de/shore

http://www.microsoft.com/en-us/download/details.aspx?id=10121
http://www.microsoft.com/en-us/download/details.aspx?id=10121
http://www.microsofttranslator.com/dev/
http://www.w3.org/TR/emotionml/
http://www.iis.fraunhofer.de/shore


90 J Multimodal User Interfaces (2014) 8:87–96

of this study, the API was adapted for frame-by-frame video

analysis, using the OpenCV platform.5

4.2 Emotion classification

The aim of the facial expression analysis in FEAST is to

output a single decision regarding the emotional state of

the user over each utterance. To optimise the performance

for utterance-level analysis, and in particular to deal with

the fact that the user is speaking (which changes the facial

expression from frame to frame, especially wrt. the shape

of the lips), the training of a visual emotion classifier was

deemed necessary. This classifier was trained on selected

segments of the SEMAINE database [12]. Details of the clas-

sifier training and evaluation are given in Section 5.1.

4.3 Real-time emotion classification on video

The SHORE library provides facilities to analyse facial ex-

pressions in static images. To identify the affective state of a

speaker in a video, the video frames are first analysed indi-

vidually, and all possible emotion categories are generated

with their confidence scores within each frame. The system

then takes the average of each score over all frames and clas-

sifies the video with the emotion category that receives the

highest score. A snapshot of the running system is shown in

Figure 2, with scores for each emotion category, as well as

recognised and translated text, displayed in the console win-

dow.

4.4 Style selection

After the emotional state of the speaker has been classified,

the style for the expressive speech synthesiser is determined

or selected from a list of available styles. In the current proto-

type, this amounts to a straightforward mapping from emo-

tion to voice style. Utterances classified as happy are syn-

thesised with cheerful style, sad with depressed, and angry

with aggressive. If the speaker’s affective state is classified

as neutral, the speech translation results in a neutral voice

style.

For future extensions of FEAST involving dimensional

representations of emotion, this component could be respon-

sible for more sophisticated voice style control.

4.5 Expressive speech synthesis

The TTS component uses the open-source synthesis plat-

form MARY [15].6 MARY provides language resources and

5 http://opencv.org/
6 http://mary.dfki.de/

1 <emotionml version=”1.0” xmlns=”http://www.w3.org…

/2009/10/emotionml” category-set=”http://www.w3…

.org/TR/emotion-voc/xml#everyday-categories”>

2 <emotion>

3 <category name=”happy”/>

4 Haben Sie schon einen Termin?

5 </emotion>

6 </emotionml>

Listing 1 Example EmotionML document used as input for the

expressive TTS; the speaking style is controlled using the category

name attribute (line 3), viz., angry, happy, or sad.

voices for a number of languages, including German, as well

as engines for diphone, unit-selection, and hidden Markov

model (HMM)-based synthesis. MARY also supports the in-

put to be specified using EmotionML for expressive speech

synthesis [14].

For expressive unit-selection synthesis, MARY includes

facilities to select units based on appropriate symbolic or

acoustic features [17]. A male German unit-selection voice

which incorporates this feature is available;7 it contains data

from a single-speaker, multi-style speech corpus, and allows

TTS requests to specify either cheerful, depressed, or ag-

gressive speaking style, in addition to the default neutral

style.

In this component of FEAST, the textual representation

of the translated content is wrapped into an EmotionML doc-

ument for processing by the MARY TTS server. The classi-

fication result of the affective state analysis component is

mapped to one of the expressive styles available in the syn-

thesis voice, which is added to the EmotionML document as

an “everyday” category name [6].8 An example EmotionML

document is shown in Listing 1.

The resulting synthesis request is then processed by the

TTS server, producing an audio file which is then played

back to the user.

5 Evaluation

If we hypothesise that the preservation of the emotion

through expressive synthetic speech improves listeners’ ex-

perience of speech-to-speech translation, several questions

need to be answered to evaluate the performance of the sys-

tem and its individual components:

1. Does the system accurately classify emotion on the ut-

terance level, based on the facial expression in the video

input?

2. Do the synthetic voice styles succeed in conveying the

target emotion category?

7 dfki-pavoque-styles, released under the Creative Com-

mons Attribution-NoDerivatives 3.0 license.
8 http://www.w3.org/TR/emotion-voc/

http://opencv.org/
http://mary.dfki.de/
http://creativecommons.org/licenses/by-nd/3.0/
http://creativecommons.org/licenses/by-nd/3.0/
http://www.w3.org/TR/emotion-voc/
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3. Do listeners agree with the cross-lingual transfer of pa-

ralinguistic information from the multimodal stimuli to

the expressive synthetic output?

4. How is the overall performance of the system, includ-

ing the interaction of machine translation and voice style

selection?

A number of evaluation experiments were conducted to ad-

dress these questions.

5.1 Classification of emotion from facial expression

To assess the potential of utterance-level emotion classifica-

tion based on facial expressions on videos of a person talk-

ing, a classifier was trained on the SEMAINE database [12].

This database was recorded to study natural social signals

that occur in (English) conversations between humans and

artificially intelligent agents, and to collect video data that

could be used for the training of such agents.9 For the record-

ings, the participants were asked to interact with four emo-

tionally stereotyped characters portrayed by an actor. These

characters are Poppy, who is happy and outgoing; Obadiah,

who is sad and depressive; Spike, who is angry and con-

frontational; and Prudence, who is even tempered and sensi-

ble.

For the training of the classifier, we selected the video

recordings of the male operators in the SEMAINE database:

a set of 642 utterances was extracted from the video database

and each video frame was analysed using SHORE. The char-

acter played by the actors in these video sequences can be

used as a positive classifier for the example data. Ideally, the

utterances for Poppy should be classified as happy, Obadiah

as sad, Spike as angry, and Prudence as neutral, based on

the facial expression analysis.

From the SHORE analysis on each frame, the following

features were extracted to build a support vector machine

(SVM) classifier: average feature value for each facial ex-

pression, the 20th, 50th and 90th percentile of these values

and the percentage of frames capturing each expression or

a neutral expression. We trained a SVM with a Radial Ba-

sis Function (RBF) kernel on 5/6 of the sentences extracted

from the videos (535 utterances). The classifier was imple-

mented using the LIBSVM software system [5].10 Optimal

parameters for the RBF kernel and the relevant features were

selected using a grid search and 5-fold cross validation on the

training data.

Using this model on the test data (107 utterances) an

accuracy of 63.5 % was achieved (F1 = 65.1). Figure 3

presents the results of the classification for each emotional

state.

9 The database is freely available for scientific research purposes at

http://semaine-db.eu/.
10 http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Fig. 3 Results of the emotional state classification for video. Cell shad-

ing indicates correct (green) vs. incorrect (red) classification.

number of

utterances

correct

emotion raw adapted

angry 148 7 52

happy 202 195 190

neutral 139 29 23

sad 148 0 5

total 637 231 270

Table 1 Statistics of SEMAINE corpus subset selected for evaluation,

and accuracy of FEAST system, before (“raw”) and after adaptation.

5.2 Evaluation of real-time automatic voice selection

The FEAST system currently uses a classifier that is based

on average facial expression scores per utterance, and works

in real-time (see Section 4.3). An automatic evaluation of

this classifier was performed on a subset of the SEMAINE

corpus [12] using the annotation provided in the corpus.

The purpose of the automatic evaluation is to highlight

how accurately this method classifies the human emotion

portrayed in the video, and to provide a comparison to a

data-driven classification method (described in Section 5.1)

which, however, does not provide real-time output.

Table 1 shows the statistics for the data selected for eval-

uation, as well as the results of running the FEAST system

on that data. We selected 637 utterances from two male oper-

ators, out of which 148 utterances were manually classified

as spoken in an angry style, 202 as happy, 148 as sad, and

139 as neutral.

According to the results presented in Table 1, the over-

all FEAST system performance does not seem encouraging

on the SEMAINE corpus; the overall accuracy is 36.26 %.

Looking more closely at each emotion category, we find that

the system performs very well on happy utterances, while

sad and angry utterances are almost never correctly clas-

http://semaine-db.eu/
http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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sified. One likely explanation for this is that for facial ex-

pression classification, we use the off-the-shelf SHORE li-

brary, which was trained on still faces rather than talking

faces. Another reason for the low performance is the mis-

match between the training and test data environments. Ad-

dressing the former problem would require the system to be

completely retrained on talking faces. The latter problem can

be reduced using the adaptation strategy discussed in the fol-

lowing section, which results in considerable improvement.

5.2.1 Adaptation

We try to compensate for the training and test data mis-

match problem by applying a weight to the score of each

emotion category classified by SHORE. Currently, the sys-

tem chooses an emotion category that is scored highest by

SHORE, i.e.

x̂ f = max f (x1,x2 . . .xn) (1)

where xi is a score of an emotion category i generated by

SHORE for a video frame f and x̂ f is the emotion category

that has the maximum score among all the emotion cate-

gories for the frame f . When applying weights to each emo-

tion category, the selection of the prevalent emotion in the

video frame is performed as follows.

x̂ f = max f (a1x1,a2x2 . . .anxn) (2)

where ai is a weight for emotion category i. The weights are

learned using a standard machine learning approach, mini-

mum error rate training (MERT) [13]. In this approach, the

weights are chosen in a way that minimises the decision error

rate on the development set.

It is obvious from the results reported in Table 1 that the

system is strongly biased toward recognising happy emotion

in the SEMAINE data. After adjusting weights on a sepa-

rate development set, we obtained the improved accuracy,

as shown in Table 1 and Figure 4.
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Fig. 4 Correct classification of utterances by portrayed emotion in SE-

MAINE corpus, before (light) and after (dark) adaptation.

The adapted FEAST system shows improved perfor-

mance. The overall system accuracy is 42.38 %, which is

16.87 % better than the unadapted baseline. Facial expres-

sion classification for angry improves considerably, while

sad, which was originally not recognised at all, receives

some improvement.

5.3 Perception of style in expressive synthesis

To assess whether the expressive styles in the voice data are

perceived as intended, and how this perception is affected

by mixed-style unit-selection synthesis, a perception experi-

ment was conducted. Five sentences of neutral content were

selected from the SEMAINE corpus, each spoken in a cheer-

ful, depressed, aggressive, and neutral style. In addition, the

sentences were synthesised in each of these voice styles, us-

ing MARY with a mixed-style voice containing both neutral

and expressive units; prosody was predicted by classification

and regression trees (CARTs) [4] trained only on the corre-

sponding subset of the corpus.

A group of 20 native speakers of German (undergraduate

university students, 11 f/9 m) was recruited as a pool of paid

subjects for the experiment. Each subject was asked to listen

to the original and synthesised stimuli and identify which of

the four voice styles best described each one; the response

categories were cheerful, depressed, aggressive, and “none

of these”. Using Praat and its “ExperimentMFC” facility,11

the stimuli were presented in randomised order over head-

phones in a quiet environment. The results of the style iden-

tification task are given in Figure 5.

5.4 Perception of paralinguistic adequacy for

speech-to-speech translation

To evaluate the adequacy of the symbolic, cross-lingual

transfer of paralinguistic information from the multimodal

stimuli to the expressive synthetic output, another experi-

ment was conducted. The evaluation was implemented using

a password-protected webpage.

For this evaluation, 24 utterances were selected from

the recordings of one male operator from the SEMAINE

database, 6 for each character type (Poppy, Obadiah, Spike,

and Prudence, cf. Section 5.1). For the purposes of the eval-

uation, the German translation of these 24 utterances was

produced by a human translator. This was done in order

to evaluate voice style selection alone, without the interfer-

ence of possible linguistic errors in the output due to im-

perfect machine translation. The interference of both auto-

matic components (voice selection and MT) is evaluated

11 http://praat.org/; Multiple forced choice listening experiment de-

scribed at http://www.fon.hum.uva.nl/praat/manual/ExperimentMFC.

html.

http://praat.org/
http://www.fon.hum.uva.nl/praat/manual/ExperimentMFC.html
http://www.fon.hum.uva.nl/praat/manual/ExperimentMFC.html
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Fig. 5 Contingency table of identification task results for intended vs.

perceived voice style, for original recordings (top) and expressive unit-

selection synthesis with a mixed-style voice (bottom).

Fig. 6 Example of one stimulus from the perception experiment.

Above, the video of the English utterance [from 12], followed by but-

tons to play audio samples of the German translation, synthesised in

each of four different voice styles (in randomised order). The subject’s

task is to select the radio button below the audio sample which best

conveys the emotion portrayed by the speaker in the video.

in Section 5.5. After reading a short introduction, the par-

ticipants were asked to play the English videos and select

from the four available expressively synthesised renditions

of the German translation the one which they felt was the

best match for the original emotion portrayed in the video

(cf. Figure 6). The order of the videos as well as the order

of the corresponding synthetic samples were randomised for

each trial.

English video/German TTS

56

17

10

80

5

1

76

2

6

82

0

14

33

0

14

4

neutral

aggressive

depressed

cheerful

ch
ee

rf
ul

de
pr

es
se

d

ag
gr

es
si

ve

ne
ut

ra
l

selected voice style

in
te

nd
ed

em
ot

io
n

in
vi

de
o

Fig. 7 Results of the perceptual test comparing audiovisual input with

translated audio output.

The subjective listening test was carried out by 14 partic-

ipants, 5 of them native speakers of German. All participants

had a good comprehension of English. The results are sum-

marised in Figure 7.

5.5 Evaluation of affective speech translation

Finally, an online evaluation of the system performance was

conducted in order to investigate the effect of the voice style

choice on the understanding of the translated message by the

listener. Specifically, we were interested to see how the com-

bination of facial gesture-directed expressive speech synthe-

sis and machine translated text affects the comprehension of

the message, and whether a suitable voice style may help

avoid misunderstandings in cases where there are minor er-

rors in the translation.

For this evaluation, we used video segments from acted

conversations that contain emotional content but where –

unlike in the SEMAINE database – the subject was not in-

structed to perform a particular stereotype of a basic emo-

tion, merely to act out the prompts as he saw fit. This was

to create a more realistic scenario to a real life speech trans-

lation task, and assess the ability of the four voice styles to

cover the varied emotional intent represented in dialogues.

Each of the 20 video segments used in this online evaluation

contain one utterance and feature a 28 year-old male native

speaker of (Irish) English.

For each trial, evaluation participants were asked to

watch the video segment, and then listen to the translated

German synthetic speech in the voice style selected by the

FEAST system, before answering four questions:

I. whether the speaker’s intention would have been misun-

derstood in the absence of visual input;
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Please evaluate the translated speech:

I. Overall, would you have misunderstood the intention of the speaker if you only heard the translated
German message and not the original English version?

yes
no

II. Did the translation reflect the original?
1 – Not at all, the translation is completely wrong.
2 – Somewhat, but I would not be able to guess the original message from it.
3 – Yes but it contains some errors.
4 – Yes and it contains only minor grammatical errors.
5 – The translation is correct.

III. Did the voice style match the original message?
1 – Not at all, the voice reflects a completely different emotional state.
2 – Somewhat, but still too different to get the original message across.
3 – It is a reasonable match.
4 – Yes, the voice style is close enough to help me understand the intent of the message.
5 – Yes, the voice style matches the original well.

IV. Please listen to three further German samples and if there is one amongst these that you
would have preferred to the one you heard above, select the radio button below that sample.

Fig. 8 Example of one trial from the FEAST online evaluation. The video utterance is shown on the left, the output of the affective speech translation

is presented as a “play” button in the middle, and the full questionnaire is reproduced on the right.

II. on a 5-point Likert scale, how well the translation re-

flected the original utterance;

III. on a 5-point Likert scale, how well the synthetic voice

style matched the original message;

IV. which one (if any) of the three available alternative styles

the participant might have preferred.

Details of the trial layout and questionnaire are reproduced

in Figure 8.

The evaluation was completed by 20 participants

(8 f/12 m), 19 of which are native speakers of German.

In the answers to the first question, 4 out of the 20 sen-

tences received the score that they would have been misun-

derstood without the presence of the English translation, by

more than 25 % of the participants.12 The overall score for

translation was 3.98 on average, and for the suitability of

the voice style 3.06. The average translation accuracy scores

for the individual sentences, as well as the portion of sen-

tences that were indicated to potentially have been misunder-

stood, is displayed in Figure 9. The scores for the frequently

“misunderstood” sentences were 2.39 and 2.86, respectively.

When looking at all individual cases of indicated possible

misunderstandings, the translation receives scores of 2.19,

and the voice style, 2.86 (as opposed to non-misunderstood

sentences scoring 4.38 and 3.10, respectively). This indi-

cates that both voice style and translation have an effect on

the possibility of a sentence being misunderstood.

12 Out of the 20 subjects, 3 seem to have misinterpreted the first ques-

tion and answered the polar question consistently with the opposite

value than intended. Because the data clearly showed the consistent re-

versal of yes and no responses to question I, their results were corrected

accordingly.
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Fig. 9 Mean translation accuracy per utterance in the online evalua-

tion as perceived by participants. Red bars indicate the response that

the message would have been lost without reference to the original (cf.

Figure 8, question I.); blue bars, that the message was preserved in the

translation.

The answers to the fourth question reveal that listeners

agreed with the voice selection of the FEAST system 52.3 %
of the time. In all other cases, they indicated a preference for

a different voice style. In the cases where the subjects agreed

with the voice style selected by the system, only 14.5 % of

the sentences were marked as misunderstood, as opposed

to 21.6 % of misunderstood cases where the subject did not

agree with the voice style. This result may indicate that in

some cases, the selection of the correct voice style by the

system may have prevented a sentence from being misun-

derstood by a listener.
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6 Discussion

Because of the small sample size possible to evaluate with

a perceptual test, it is difficult to tell exactly what percent-

age of the classified output and matched voice style listen-

ers would agree with. The reason for this is that the error

potential of the system is two-stage: a video may be classi-

fied incorrectly, or a particular correctly classified video may

not match the mapped voice style according to a listener. If

FEAST is being used in a real-life situation, it is necessary

to weigh the type of classification errors. Hereby, classifi-

cation errors across emotions should be avoided at the cost

of classification of an emotional state as neutral. This can

be done through only processing the classification outputs

where the classifier’s confidence is high, for the rest of the

utterances, the system would stay on the “safe side”, and syn-

thesise the output with a neutral voice style. That said, it is

reasonable to think that even a small percentage of correctly

identified and transferred emotional state could result in sig-

nificant improvement of user’s experience with a speech-to-

speech translation system.

7 Conclusion and future work

The evaluation has demonstrated on examples of speech

translation from English speaking videos to German syn-

thetic speech output that preserving the intended paralinguis-

tic content of a message is possible with significantly greater

than chance accuracy, when considering distinct categories

of three basic emotions, and the neutral emotional state. Our

language-independent classifier based on facial expressions

identified emotional state with an overall 63.5 % accuracy,

with the emotions happy and angry being more easily clas-

sifiable than sad and neutral. It becomes apparent in the eval-

uations that (depending on the speaker) cheerful/happy can

often be mistaken for neutral. However, from a usability per-

spective this is much more acceptable than systematic con-

fusion of either with negative affect.

The evaluation with machine translation output indicated

that the selection of a correct voice style does not only help

capture the emotional intent of a message, but in cases where

machine translation errors are present, it may aid the correct

understanding of the sentence by the listener.

This paper has presented the FEAST system for affective

speech-to-speech translation, which draws on user facial ex-

pression to incorporate appropriate expressiveness into the

synthetic speech output in the target language.

Future additions to the full system include integration of

prosodic features extracted from the acoustic input early in

the processing pipeline to enhance the robustness of the af-

fective state analysis. Furthermore, textual content analysis

could also help to analyse the user’s affective state for the

target speech.
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