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ABSTRACT

This paper considers some aspects of the
interpretation of dynamic approaches to
phonetic representation. I argue that the
most pressing challenge is that of relating
a motvated dynamic, non-segmental
phonctics to a phonetics-free  phon-
ological analysis.

INTRODUCTION

It may scem somewhat odd that to-

wards the end of the twenticth century
phoneticians should, at their international
conference, devote a special symposium
o dynamic non-segmental ~phonctics
(DNSP). By doing so we might be scen
treating the topic as contentious.  How
could this be? Are we suggesting that it
might be possible w0 talk of a non-
dynamic, scgmental phonetics? Surely it
1s the case that from the earliest writings
we find references o the continuous, co-
ordinated  natre  of, for instance,
aruculatory activity in speech production
and a concern with how best to represent
this complex activity. Morcover, is there
not a substanual Lieratre that reports
mstrumental data and analysis of speech
that shows that it is clearly dynamic and
non-segmental?

[t1s certanly the case that linguists and
rhoncucians have for g lon}_z peniod
recogmsed the inherent multidimensional
naure of speech production and that in.
strumental - phonetic  investigations in
vaneus physical domains have attempted
W provide precise details of the dynamics
and inter-relateness of components in this
Sysem. (See eg Ohala's vignees from
the history of the phonetic sciences (1])
mn 15 also a general, if laciL
assumpuen that attention to such details is
crocialif we are 10 gain a full and accurate
understanding  of the organisation of
speech. The hope is that thar they will
devunt tor things that currenly present
themselves as problematic (2, 3]

.\omu!mundmg this, I dv not think it
odd ar all w be having a such sympo-

sium. It scems to me that there are sub-
stantive issucs to discuss here. There is a
good deal of lip-scrvice is paid to the
importance and benefits which accrue
from a phonetics which might be de-
scribed as dynamic and non-segmental.
However, at lcast part of the
contemporary phonetics world behaves as
if the best way to talk about speech is in
terms of static segmented chunks of some
kind that get glued together in production.
Much of the rest of the phonetics world
behaves as if it wished that speech were
scgmentally organised and that the dy-
namic aspect is at best an uncomfortable
inconvenience.

Consider, for instance, the following
Quotations from a recent important book
on the principles of phonetics [4];
{Specch] is the most highly skilled mus-
cular activity that human beings can ever
achieve, requiring the precise and rapid
co-ordination of more than eighty differ-
ent muscles’ and ‘The stream of speech
within a single utterance is a con-
tnuum.... the view that ... segmentation
1s mostly an imposed analysis, and not
the outcome of discovering natural time-
boundaries in the speech-continuum, is a
View that deserves the  strongest
msistence.’ (1, 101)

Now compare them with the following
from the same book: ‘Chapter 12 looks at
how the articulation of adjacent segments
1 co-ordinated. .. and ‘Utterances will be
treated as being made up of a linear
Sequence of segments, which will be
phonetic events of normally very short
duration, manifesting the phonological
ll"llg)s of consonants and vowels.” (6,

This illustrates  what is a long-
standing, common approach to phonetic
analysis. The researcher recognises, even

stridently  asserts, the inherently
conunuous, non-segmental nature of
production. That done the categories of
ierpretation employed to make sense of
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this data immediately seek to impose what
is acknowledged as an arbitrary,
convenient serial segmentation. The
motivation for this segmentation is rarely,
if ever, dealt with explicilly or at any
length (though in [4] it gets considerably
more argued attention than is usual).

It is this approach to the organisation
of speech that continues to provide the
structure for the interpretation of data in
many phonetic investigations. The word
segment may be replaced by another
locution but the underlying linear, seg-
mental assumptions are pervasive.

DOES DNSP EXIST?

Up to this point I have been talking as
if a distinct and readily identifiable thing
called DNSP actually existed. However,
a noviciate eamestly seeking a definition
would not find any general recognition of
the concept ‘DNSP’ in the received
literature. They would find reference to
‘non-segmental features’ such as word-
accent or intonation and their ‘physical
corrclates’. They would also locate a se-
rious and ever-growing body of work
that investigates the fine time-varying
detail of speech production. To this extent
they might conclude that, at least, an
embryonic DNSP exists. However, the
‘dynamic, non-segmental’ part here
seems to focus on the manner of data-
collection and the nature of its represen-
tation, rather than on any distinctive theo-
retical premises. (Indced the noviciate
might wcll conclude that while such
studics may be claborating a dynamic
phonctics there is not much in the way -
over and above the unanalysed meas-
urcment data - which could be considered
non-scgmental.)

Perhaps this is all there is to DNSP.
Perhaps the dichotomy between dynamic
and non-segmental on one hand and non-
dynamic and scgmental on the other re-
duces to nothing more than a distinction
between modes of practising phonetic
science. By this I mcan that it could be
thought that experimental, instrumental
phoncticians are nccessarily doing DNSP
simply by virtuc of the kinds of tech-
niques they employ in capturing physio-
logical or acoustic data. Conversely,
phoneticians who employ ‘traditional’
transcription techniques might seem to be
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necessarily doing linear, non-dynamic,
segmental phonetics.

Both of these views are, of course,
suspect. The most common kind of
analysis of instrumental results, including
those that focus on the spatio-temporal
dynamics of articulation, is one in which
the continuous complexes are related to a
linearised segmental-type phonology. It is
not uncommon to find comments such as:
‘a model must account for observed
differences in the relative magnitude and
timing of the articulatory gestures for
successive segments’ [5] or
‘...unstressed [b] has a lower frequency
[displacement of lower lip] before [a]
than before [1])’ [6]. Some of this might
simply be terminological imprecision of
the kind Repp [7] considers. However, it
is often not clear at what level the
interpretative discourse is meant to be
located. All too often one suspects that
the underlying interpretative framework is
one of cross-parametric, linear segmented
phonetics derived from a linear segmental
phonology. The pattens and inter-
relationships in the continuous data
representations are acknowledged but
then they are made sense of by reference
to sequences of scgmental phonological
objects.

To take a simple .example, electro-
palatographic (EPG) data would seem to
cry out for a dynamic modclling. They
do, after all, provide a (partial) repre-
sentation of tongue dynamics. There have
been attempts to explore some aspects of
the dynamics of EPG data [8}. However,
to the best of my knowledge, the
intcrpretative  categories  which  are
employed in making sense of such data
are typically the traditional cross
parametric segmental phonetic ones found
in the IPA. (See for instance the recent
tutorial on EPG in JIPA [9]; cf. however,
[10] for a non-segmental intcrpretation of
such data.)

On the other hand there is no neces-
sary reason why the use of a segmental
notation system should inexorably com-
mit a phonetician to a scgmental view of
speech. The work of Firthian Prosodic
analysts [11, 12] is instructive in this
respect. Although they employ traditional
scgmental representations their interpret-
aton of them is in terms of non-
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segmental phonological calegories and
structures. This is reflected, to some
extent, in the phonetic terminology they
use. Typically it is parametnc rather than
cross parametric. Thus a Prosodic
Analyst is more lLkely to ak of a
phonological category being exponed by
‘labiablity, voice and plosion’ than by a
‘voiced bilabial stop’, which suggests
[b], which in tum suggests one segmental
unit.

Recently Kelly and Local [13], fol-
lowing the tradition of Firthian analysis,
have demonstrated ways of enhancing a
segmental-type notation system 10 facili-
e a thorough-going non-segmental
view of speech. They show that even
with symbol segmentation of the IPA
kind it is possible to ‘get a sense of the
ways in which concurrent articulatory
components  of  utlerances  are
synchronised’. Their point is not that one
can or should atlempt a precise
reconstruction of the dynamic com-
ponents from segmental-type records.
Rather K&L show that is the nature of the
interpretation undertaken which matters
not the form of the notation per se. (In
taking up this issue in what follows my
emphasis will be on ‘non-segmental’,
rather than ‘dynamic’ aspects in the
expectation that other participants in this
symposium will have more insightful
things to say on this topic than I have.)

THE INTERPRETATIVE
CHALLENGE
K&L'’s claim concemning interpretation
can be generalised to include all kinds of
phonetic data representation. From this
perspective  ‘dynamic’  and  ‘non-
segmental’ are seen not simply as
properties of the data representation itself
but primarily as issues of interpretation,
So instead of talking of DNSP as a kind
of phonetic investigation it is more ap-
propriate to talk about DNSP interpreta-
tions. It is a reasonably tractable task to
provide a dynamic parametric description
in some phonetic domain; it is more dif-
ﬁcult.lo. make linguistic sense of such
descriptions. It is here that the real chal-
lenge for a DNSP lies: not in developing
more sophisticated techniques for ob-
I:!mng‘ or more sophisticated
ynamic models of observed behaviour
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but rather in finding ways of rclating the
observed material  to  linguistically
meaningful (phonological) organisation
so that the detail in the dynamic phonetic
description maximally preserved. The
problem to be resolved is not what form
the observed data representations take but
what interpretative sense is made of them
(see also [14]).

Scutly provides a clear version of the
standard formulation of ‘the problem’:
‘Links are needed to bridge the gap be-
tween the analysis if speech as a sct of
discrete, ordered but durationlcss lin-
guistic units and analyses of the continu-
ously changing acoustic signals, defined
along a time axis.’(15] Saltzman and
Munhall [16] offer an equivalent formu-
lation in the articulatory domain in which
they ‘attempt to reconcile the linguistic
hypothesis that speech involves an un-
derlying sequencing of abstract, discrete,
context-independent units, with the em-
pirical observation of continuous, con-
text-dependent interleaving of articulatory
movements.” ] will attempt to show thata
solution to this problem can be developed
by formulatng a structured non-
segmental phonology and elaborating a

compositional  phonetic  interpretation
function.
PHONETICS-PHONOLOGY
RELATIONSHIP

I have, in a rather unsubte manner,
reformulated the challenge for a robust
DNSP as being concerned with the
problem of the relationship between
phonetics and phonology. There would
appear to be three main ‘solutions’ to this
pyoblem: () maintain a segmental analy-
sis and propose intermediate levels of
representation with sophisticated mapping
fqnguops [14]; (b) eliminate the
distinction between phonetics and phon-
ology and employ the same categories in
both [17, cf also 18] (c) develop a non-
tsiigem?jnml phonology with an interpreta-

ynamic non-se ics
[196510, i gmental phoneti
_Other participants in this symposium
will be addressing issues ansmé frpom @
and (b). I will restrict myself to 2
consideration of (c). In doing so I will
suggest that ‘the problem’ identified i
[15] and [16] above which seems to aris¢
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when DNSP confronts a ‘discrete phon-
ology’ is spurious. It arises from a view
which, in espousing an intrinsic phonetic
interpretation  (IPI) hypothesis, mis-
construes the timeless, relational nature of
phonological representation.

Non-segmental phonology and the
IP1 hypothesis
Building on the work of Firthian pro-
sodic analysts, colleagues and myself at
York have been developing a radical non-
segmental model of phonological
structure. This model is implemented in
the natural-sounding YorkTalk speech
generation system [19, 21). The archi-
tecture of this approach is derived from
that of Firthian Prosodic Analysis [11,
"12). Phonological representations  are
trealed as entirely relational. They encode
no information about temporal of
parametric events. In the York approach
the phonological representations  are
constructed as complex attribute-value
structures. The constituents of these
structures are unordered, there is no
distinguished type of phonological
constituent and phonological information
is distributed over the entire structure and
not concentrated at the terminal nodes.
These non-segmental representations
make it possible to express phonological
contrastivity over any appropriate domain
in the structure - at phrase domain, word
domain, at syllable domain, at constituent
of syllable (onset, rime etc) for instance.
The abstract phonological categories and
structures of this model are given
temporal and parametric interpretation in
terms of a dynamic, non-segmental
phonetics. A central aspect of this ap-
proach is the rejection of the 1P1
hypothesis which 1is propounded in a
number of con-temporary  ‘non-
segmental’ approaches where features in
the phonology are deemed to embody a
transparent phonctic _ interpretation -
lzyzp]ically cued by the featural name [17,
The position I am outlining does not
mean that I see no interestng oOrf
‘explanatory’ links between phonetic
phenomena and phonological structures.
Rather my claim is that if we wish (0
develop a sophisticated understanding of
the relationships between the meaning
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systems of a language and make sense of
their dynamic exponents in speech, then
being forced to provide an explicit state-
ment of the detailed parametric phonetic
exponents of phonological structure is an
essential prerequisite. The feature labels
for phonological units we employ may be
given mnemonic labels but their relation
to the phonic substance need not be
simple. Because they are distributed over
different parts of the syllabic structure,
their interpretation is essentially polysys-
temic [11]. For example, the interpreta-
tion of the contrast given the feature label
(+ nasal, say, at a syllable onset need not
necessarily be the same as the interpreta-
tion of the contrast given the feature label
[+ nasal] at a rime (see also [23] on the
phonetic interpretation of *alveolarity and
plosion’ in codas of English words).
Moreover, the occurrence of the phonol-
ogically contrastive feature [+ nasal] a
some point in the phonological structure
may generalise over many more phonetic
parameters than those having to do
simply with lowering of the soft palate.
(cf [24])

The consequence of this argument is
that nothing at all hangs on the name ofa
phonological feature provided that the
canonical naive view of the relationship
between phonological categories and
phonetic ones is eschewed. All that the
‘naming of parts’ achicves is some kind
of mnemonic short hand. This means that
provided the semantics of the phonologi-
cal categories is explicitly and formally
stated then it really doesn't matter what
they are called. There are two aspects to
specifying the semantics: (1) it is neces-
sary to know how the phonological
category(ies) in question relate 10 other
phonological categories - that is provide a
semantic statement of their place within
the phonological systems and structures
and (2) it is necessary to provide an
explicit statement of the phonetic inter-
pretation of the phonological categories
because, in Firthian terms, it ‘renews the
connection’ with the dynamic parametric
phonetic data {11]. 1 will develop this
position in the following section and
show that we can construct a simple
phonetic interpretation function which
will relate non-segmental structures to a
DNSP.
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PHONETIC INTERPRETATION
OF [ATR] IN KALENJIN )

I will now use some data concerming
the phonetic characteristics of the [ATR]
harmony system in the Kalenjin to mot-
vate an abstract non-segmental phonology
and to show how such a phonology can
be phonetically interpreted. The broad
IPA transcriptions below give an impres-
sion of some of the phonetic exponents of
[+/-ATR] in Kalenjin. [+ATR] words are
given first for each pair:

1 [K"e:pit™] {to sprinkle}
(k&™) {10 grow)

2 [K'?qu "] {to scrape up}
[K™exy, ut™] {to blow}

3 [k"e:Bql] {to digup}
[k™e2B 2 1] {10 dig}

4 [p"e. n] {meat}
[p"en] {hardship}
5 [lo] {far})
[IY2] {six)

There are a number of phonetic differ-
ences between words in the two
categonies. These occur mot only in
vocalic portions but also in the conso-
nantal portions of such words. They
include ptk;lonatory quality, vocalic and
consonantal quality and articulati
durational differentZes. Haton znd

Ph%])atory differences
. 1he two sets of words exhibit dif]
kinds of phonatory activity. Words g?‘r‘:ll:
[-ATRl set  have audible breath
phonation as compared with words in th
[+ATR] set. Measurements of the open
quotient of the glotal cycle magde from
;lectrolaryngqgraphic recordings and
inverse filtering reveal (statistically sig.
nificant) differences that can be taken %o
g)onﬂzln breathiness of Phonation (farger
S values are foqm_i for [-ATR) words)
mel characteristics of vocalic portioné
20 ntf:etwo classe;;malgo reveal differences
nsurate with breath
breathy phonation, Examiniu";irsg? vxz)?n-
Source  measurementg also sugge?;

different kinds of laryngeal behaviour in

moving from voice to voicelessness in the
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two sets of words. In [+ATR] voicing
dies away slowly and continucs at low
level. In [-ATR] words, by contrast,
voicing drops off rapidly.

Vocalic differences

There are striking auditory differences
in vocalic quality between words in the
two sets. Vocalic portions in [-ATR]
words are noticeably more central (and
frequently more open) than those in
[+ATR] words. (Note that the open
[+ATR] vocoid has a back [ a ] quality
in the region of CVS5; the open [-ATR]
vocoid has a front quality in the region of
CV4[a]. These vocoids harmonize with
appropriate tokens from the [ATR)] sets:
thus [san?is'] ~ [sa. m"18"], [ t"qngus’ |
~ [ t*angus® ].) Examination of plots of
FI/F2 for tokens each of the [+ATR)
vocoids in the data confirms the results of
impressionistic listening (for example,
[+ATR] vocoids show lower F1 values
than their congeners [-ATR)).

Consonantal differences

Words of the two categories exhibit
different types of stricture and ranges of
variation in the consonantal portions. In
(+ATR] words we final labial, apical and
velar closure with burst release, or with
close approximation. In comparable
words which are [-ATR] closure with
burst release is not found. In such words
lax fricative portions occur but so do
portions with open approximation. There
are also noticeable variations in terms of
place of articulation. 'Coronals' in
[+ATR] words are exponed with apico-
alveolar strictures whereas they may be
exponed with either apico-alveolar or
dental strictures in [-4 TR] words.

Durational differences

ansonantal and vocalic portions are
durationally different in (£ATR] words.
Typically consonantal portions are shorter
in [+ATR] words than they are in [-ATR]
words. This is particularly noticeable in
the closure and release phases of initial
gnd final plosion, Averages of vocalic
uraton reveal a tendency for [-ATR]
vocoids 1o be shorter than [+ATR]
vocoids. However, [+ATR] words are
Toutinely longer (measured from begin-

ning to end ici
Wouds, of voicing) than are [-ATR]
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COMPOSITIONAL PHONETIC while parametric interpretation instantiates
INTERPRETATION interpreted dynamic ‘parameter strips’ for

[ATR] harmony is canonically the kind
of phonological organisation which has
been given non-scgmental status. Even a
hard-core segmentalist would be likely to
acknowledge that [ATR] in Kalenjin
operates in terms of whole syllable
structures. However, it is not immedi-
acly clear that extant phonological
approaches (including eg autosegmental
phonology and gestural phonology {16])
could deal in any coherent way with the
phonetic interpretation of [ATR] here
given the range of different phonetic
exponents implicated. It would require a
certain amount of ingenuity to postulate a
non-segmental [ATR] feature with
intrinsic phonetic content and find what
there is in common between deveicing of
coda approximants, breathy phonation,
front or back secondary articulation, con-
sonantal length, particular ranges of con-
sonantal variability and any putative
advanced position of the tongue root.
Even greater problems might arise in
making scnse of the ‘counter-intuitive’
phonctic interpretation  of the open
[+ATR] vowel in the region of [a] and the
open [-ATR] vowel in the region of [a].

I suggest that a DNSP interpretation of
the abstract phonological relationship
designated [£ATR] is more appropriatcly
accomplished with explicit statements of
temporal and parametric phonetic expo-
nency for various parts of word and syl-
lable structure. This can be achicved by a
compositional phonetic  interpretation
(CPI) function for partial phonological
descriptions [19, 20, 21]. I sketch only
the broad outlincs of a CPI here.

In the CPl function phonological
structures and features are associated with
phonctic exponents. The phonetics is the
semantics of the phonology [13, 19, 20]
(cf [25]). As I indicated earlier, the
phonological descriptions being inter-
preted are here taken to be unordered
acyclical graph structures with complex
attribute-value node labels. The statement
of phonctic exponents in CPI has two
formally distinct parts: temporal interpre-
tation and parametric phonetic interpreta-
tion. Temporal interpretation establishes
timing reclationships which hold across
constituents of a phonological graph

any given piece of structure (any feature
or bundle of features at any particular
node in the phonological graph). The
resulting ‘parameter strips’ can  be
considered as sequences of ordered pairs
where any pair denotes the value of a
particular paramcter at a particular
(linguistically relevant) time. Thus in the
general case:
{(node:partial_phonological_description,
(Time_start, Time_2, ... Time_end),
parameter section}
where the node represents any phonol-
ogically relevant contrast domain. The
time values may be absolute or relative,
fixed or proportional. The precise
physical domain of the parameter strips
(eg articulatory, acoustic, acrodynamic) is
not of immediate rclevance here.

The ‘compositional’ part of the inter-
pretation  function signifies that the
‘meaning’ of a complex expression is a
function of the form and meaning of its
parts and the rules whereby the parts are
combined [26]. The phonological
‘meaning’ of a syllable equals the
‘meaning’ of its constituents. The com-
positional principle is instantiated by re-
quiring any given feature or bundle of
features at a given place in the phonologi-
cal structure to only have one possible
phonetic interpretation. So for instance,
in the present case the words
(@) [ k"0 .11, "good planters’ and
(i) [ k™ 9.1 ] *plant!’
can be given the following Firthian like,
partial representations:

(i) [ATR+] (KO)»)
i) ATR-T (xod)

Here the syllable-domain [ATR] unit
as well as being scmantically distinctive
serves 1o integrate the other syllabic
material  (paradigmatically ~ contrastive
units) with consequences  phonetic
exponency as illustrated above). Given
this, then the interpretation of (i) is of the
form: CPI([aTrR:+] (XOA)) = {phonetic
exponents of ‘kol’}. A more fully
specified representation of (1) might be
given as: [ATR+] (ﬁ(m, "4 90, Here
the units within the syllable arc treated as
scparate entities or sequences of enuies.
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The superscript symbols £ / - placed
before the units () and (0A) serve 1o
indicate onset/rime domain contrasts (A
‘voicelessness’; & ‘voice’). Such a
representation can be reconstructed as a
graph with attribute-value node labels,

thus:
(ATR:+]
[wi] [voi:+]
[ent-nas:-str:-,
ensfemp:+ grv:+]]
[hi:2] [ent:+, nasz-str-,

engemp:-, gro-]]
A partial compositional interpretation
of this schematic representation can be
determined in the following  quasi-
articulatory fashion:

1. CPI({cnt-, nas-,  str-, cngemp:+,
gro:+]]) = {contact of tongue back
wn}h soft palate, closure of soft palate

L

é)’l([ﬁt.?j):( relativel i -
e y mid tongue
CPI({cnt:+, nas:, str.. cngemp:-, gro:
) = {contact of ton i
alveolar ridge. .. ) e apex with
4. CPl({voi-+X[hi:2], [ent:+, nas:-, stre.,
engemp:-, gr=-]]) = {partial overlap
and succession of CPl([cnt:+, ngs:-,
stri, engemp:-, gro-J)) to CPI({hi:2)),
;(]:(l)gvedlength of CPI([4i:2)), relative
ecay of voici
iz icing of CPJ
5. CPI({voi--Kfcnt-, nas:-, Str.-,
cm{mxg:+,gm:+]])) = {voicelessnessl
aspiration of CPI(fcnt.-, nas:-, :tr:-'
cns{m1p:+,gw:+]}). ..} '
6. CPI([atT:+]([wi'-]([cnt:-, nas:-,  str:-
Cﬂ.{ﬂﬂp:-b, groe+]), [wi:+]([ﬁ:l'2],’
[ent:+, nas., str-, cngemp:-, go-ID) =
{succession angd partial overlap of
CPI({vot:-K[ent--, ngs.

2

gv+]D) o CPI([wiw]“(;

bad

" engomp:+,
: hi:2), [ent:+,
nas:-, str:-, endemp:-, A1), non-
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maximal backness of CPI({voi-]
([ent:-, nas:-, str-, cnsemp:+, gro-+]))
and CPI([voi:+] ((hi:2], [cnt:+, nas:-,
str,  cndamp:-, grv-]D),  relative
palatality of CPI(fent:+, nas-, str-,
cnemp:-, gro:-]J), relative shortness of
closure and release of CPI({voi--
Jent, nas:-, str.-, cngemp:+ groz+]),
tense phonatory quality and slow
decay of voicing of CPI({voi:+K([hi:2],
[cn}t:+, nas:-, str-, cn.s{cmp:-, VU I)!

We have formally tested and verified a
CPI for Kalenjin within the YorkTalk
dcclarat_xve speech gencration system
employing acoustic parameters. = Dis-
cussion and illustration of this work and
quantitative details of the phonetic
exponents of [ATR] in Kalenjin are given
in Local and Lodge [27].

CONCLUSION

Recent phonetic work in laboratorics
across the world has provided a rich diet
of DNSP data. Rather than reviewing this
(»)vo_rk I have ch?jsen here to concentrate

N 15ses surrounding the interpretation of
DNSP data. I have done thi;pbecausc it
Scems to me that whilst we have scen
considerable advances in data collection
techniques (eg in the articulatory domain
[28)) thcpe has not been a commensurate
advance in the linguistic interpretation of
that data. By examining a small amount
of material from Kalenjin I have tried to
mouvate the need for a consideration of
non-segmental phonological categories in
the interpretation of phonetic data. I have
Suggested that a small step in this
direction can be achieved we if adopt a
non-segmental phonology of the Firthian
kind and reject analysis in terms of
Intnnsic phonctic interpretation. Such a
Step obliges us to devise an explicit
phonetic interpretation function and to
explore ways in which DNSP data might
relate 10 abstract non-segmental
categories, think it also moves us
to:_/ards the ‘integrative phonology’ for
which Ohala argued s persuasively at

ICPh9] [1).
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ABSTRACT

A syllable-based theory of phonetic
implementation called the C/D model is
reviewed, with remarks on its phonetic
implications regarding prosodic control.
The phonological feature specification
assumed at the input is discussed, in
connection with the underspecification
scheme. A recent revision of the timing
computation scheme accounts for some
prosodic effects on temporal behavior of
articulatory gestures for English /.

C/D MODEL

This paper discusses a new view of
speech organization: the Converter-
Distributor (C/D) model of phonetic
1mp]ememation {Fujimura er ql, 1991;
Fujimura 1992, 1994ab, in press]. It
considers the prosodic organization of an
utterance as the basic framework for
describing the speech production
process. A prosodic structure,
represented by a metrical tree (see
Lllberman & Prince [1977]), is assumed
with a phonetic augmentation for
specifying utterance conditions, The
prosodic structure is interpreted as a
linear string of syllables and boundaries
with varied magnitude values.

The flow of vocalic gestures
chara_clenzing the sequence of syllable
nuclei forms the bgse function of the
articulatory events that fit in the prosodic
Structure of the utterance. Op this base
func(!on, consonantal gestures are
Superimposed, basically in the way
Ohman [1966] depicted in his
consonantal perturbation model. The

ase function js inherently muy]yi-
dimensional in the sense that different
articulatory variables such as jaw
opening, tongue body advancing or
Tetraction, lip rounding and protrusjon
and pulmonary and laryngeal conditions.

have more or Jess indcpendently from
each other. Prosodic effects are
implemented mainly by mandibular,

laryngeal, and pulmonary variables,
Vocalic gestures are implemented in
tongue body position and lip rounding
dimensions, which physically interact
with mandibular position, and represent a
continuous flow of inherent articulato
gestures for unreduced syllable nuclei,
constituting one aspect of the base
function. The implementation process of
vocalic and intonational aspects of the
base function may be somewhat similar
to existing acoustic models of Fg
contours such as Pierrehumbert's [1980)
or Fujisaki's [1988]).

To the extent that speech organization
is described in terms of articulatory
gestures, the C/D model is similar to the
articulatory phonology proposed by
Browman and Goldstein [1992]. There
are many phonetic observations,
particularly allophonic variations of
phonemes in the traditional segmental
description, usually expressed as
context-sensitive rewrite rules in
generative phonology, that are naturally
explained by either theory as the
consequence of using an assembly of
autosegmental articulatory gestures in
variable timing relations. Such variation
Is typically sensitive to the style of
utterance, among other factors.

These two theories, however,
basically differ from each other. While
articulatory phonology assumes gestures
to be the basic units in the lexical
phonologica] representations, integrating
everything together from lexical
phonology to phonetic signal generation,
the.C/D model strictly respects the
traditional distinction between phonology
and phonetics. The phonetics, however,
IS strongly sensitive to the particular
language or dialect, and it also handles
abstraqt features until gestures are
concretized at the output of the actuators.
What was called the base of articulation
In the traditional British literature, for
€xample, is incorporated into the system
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parameters that prescribe the signal
generator design. The phonological
structure as the input to the model reflects
the lexical specifications and the
syntagmatic organization of phonological
phrases. At the same time, the numerical
specifications attached to any node of the
metrical tree produces prominence of the
pertinent part of the tree structure, and
additional numerical specifications of
utterance characteristics including the
speaker's habit, determine system
parameters for the entire utterance,
according to the situation of speaking.

The C/D model describes the phonetic
implementation process, apart from the
signal generator, in three sequentially
ordered system components: converter,
distributor, and a parallel set of actuators.
The process s inherently
multidimensional and superpositionally
linear until the set of control time
functions are derived. The signal
generator, which takes these control
functions as its input, is a complex,
highly nonlinear and inherently three-
dimensional dynamic system [Wilhelms-
Tricarico, in press].

The C/D model uses syllables as the
basic units of segmental materials that are
concatenated into a temporal linear string,
intervened by phonetic phrase
boundaries. The latter can be empirically
observed in articulatory movement
patterns, as discussed in Fujimura
[1990]. The prosodic structure of an
utterance is represented completely, at
one level of the phonetic representation,
by a series of magnitude-specified
pulses. The timing pattern of the series
of abstract events for syllables is then
derived from the magnitudes (abstract
phonetic strengths) of syllables and
boundaries.

It is emphasized that the signal
generator component, as the last and
physical stage of the model, determines
critical characteristics of directly
observable physical phenomena such as
articulatory movement patterns, and
based thereon, acoustic or spectrographic
patterns, including durations of
acoustically defined speech segments.
The input to the signal generator may be
interpreted to represent basically motor
control time functions given to the
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physiological apparatus for speech
production.

The prescription of articulatory
gestures in the form of control functions
is generated by the set of actuators, the
third component of the model. These
control variables as time functions can be
significantly different from directly
observable physical signals, whether
articulatory or acoustic. Nevertheless,
we claim that the model’s general validity
can be tested and its parameter values can
be inferred, by evaluating physical signal
characteristics, if powerful computational
techniques are used to handle a large
mass of data for inference of the
underlying variables.

The basic assumption is that, however
complex (with feedback loops, etc.) the
signal generating system may be, it has a
fixed physical design, containing only
parameters that are sensitive to the
speaker's conditions. In contrast, the
process up to the output from the
actuators including the table of impulse
response functions for consonantal
gestures, are parametrically sensitive to
the language or dialect spoken.

The classical theory of generative
phonology (see Chomsky & Halle
[1968]), assuming a level of systematic
phonetic representation, ascribes the
switching from discrete specifications in
phonology to continuous and numerical
variable specifications in phonetics to
additional suprasegmental variables like
segmental duration and tonal inflection,
while assuming a large number of
phonetic segments (allophones) resulting
from detailed but discrete alterations of
articulatory states. This can not account
for the intricate interaction between
articulatory or acoustic gestures of
individual consonants or vowels and
prosodically conditioned suprasegmental
parameters, including variable strengths
of phonetic boundaries (see Fujimura
[1970]). The continuous nature of
phonetic phenomena stems not from the
superimposed properties of individual
segments, but from the inherently
multidimensional nature of the
articulatory organization interacting with
prosodic conditions. Therefore, the
“segmental” characteristics themselves
continuously vary.
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The C/D model seems to have the
potential to account for much of the
observed allophonic variation, whether
coarticulatory or not, within the phonetic
implementation process, according to a
general phonetic principle combined with
language-specific system parameters.
The feature specifications are passed by
the converter to the distributor for
phonetic gesture specifications. Many
apparently supplemental specifications of
redundant information are automatically
provided by the speech production
process itself. For example, unspecified
vocalic gestures for reduced syllables in
English, can be left unspecified
throughout the phonetic process, and
computed by the signal generator as
continuous time functions, according to
the base function control.

Likewise, the place specification for
the nasal segment in English coda when
’combmed with a tense obstruent (e, g. in
tent', ‘tense', ‘camp’, ‘honk’) is not
phonologically copied from the stop
segment specification, but is implemented
as a single articulatory oral closure
gesture spanning over the nasal (lowered
velum) and oral (raised velum) portions

of the coda. In contrast, when an
obstruent is voiced and follows a nasal
consonant, as in ‘lens’, ‘tend’, 'sums’
Songs', etc., the syllable-final voiced
obstruent s always apical (alveolar or
dental), and the place is specified for the
nasal consonant. The final obstruent in
such a situation (along with the final
voiceless apical obstruent in an obstruent
Sequence such as ‘act' and ‘opt') are
separated out from the syllable core as a
syllable suffix (s-fix), based on the
general rule of Engllsh syllables that a

(Fujimura [1979)).

" As the ﬂrs} component of the mode}
€ converter's role is to evaluate thc,

augmented metrical tree, 1o com
. * t
phonetic strength of each syllagll; catrr:g
fgczrixggly, to ;assign a magnitude ;!alue
Impulse that represent
;)éllable. The converter all)so ce:eastetsh:
utr_ldary Pulse by evaluating the tree
configuration, and assigns the magnityde
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value to each boundary pulse. Based on
the series of magnitude-specified
syllable-boundary pulses, the converter
computes time intervals between
contiguous pulses by an algorithm which
is called a shadow computation (see
below).

At the input level for the converter,
utterance conditions such as speed of
utterance, formality of utterance, and
speaker idiosyncrasy (in
multidimensional “measures) are
numerically specified. These affect the
pulse train via adjustment of shadow
slopes. This pulse train functions as the
total prosodic control of the utterance (to
the extent that the current approximation
is effective) and determines the non-
uniform temporal overlapping of gestures
in each articulator. It should be noted,
howev;r, that the syllable type (heavy
vs. light syllables, etc.), as a
phonological property of the syllable
represented by the feature specifications,
controls the shadow coefficients, which
affect the time intervals between
contiguous syllable-boundary pulses (see
Fujimura [1994a]). The numerical
augmentation of a tree node for
prominence, as an utterance specification,
does not affect the shadow slopes.

The distributor interprets the feature
specifications to distribute corresponding
elemental gestures to pertinent
articulatory dimensions to be
implemented by specific articulatory
organs, generating elemental gesture
specifications for the next component, a
parallel set of actuators. The parallel set
of actuators generate time functions by
exciting pertinent IRFs by the syllable
pulse, which determines timing and
amplitude of each IRF. Different IRFs are
then Superimposed in each dimension to
form the time function of the articulatory
control for phrasal units.

FEATURE SPECIFICATION

The syllable structure analysis in the
P model adopts the principle of
1;m1§yllgpxc analysis [Fujimura 1976,

79; Fujimura and Lovins 1978, that
consonant clusters (in English) do not
tiqum: any ordering specification within

e syllable core, after separating out
syllable affixes.  This principle
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recognizes CVC as the canonical syllable
structure of English syllables, where the
initial C can be zero, but the final C is
mandatory unless the syllable is reduced
as a supplement to the head (with stress)
of a foot (there may be more than one
such subordinate syllables). Tense
vowels and diphthongs in English are
treated as a combination of a vowel (V)
and a glide (C). The syllable affix to the
left of the core is called a p-fix (not
applicable to English) and that to the right
is called a s-fix.

The C in onset and coda, optimally an
obstruent, marks the edges of the syllable
core, to which a s-fix (or order-specified
string of s-fixes) can be attached, when
certain strong constraints are met for each
consonant to qualify for the status of a s-
fix. The p-fixes are similar in a mirror-
image situation. The basic assumption is
that within the core, in either onset or
coda, no sequential ordering of features
is given. Therefore, feature
specifications, including sonorant
features, for either onset or coda, are
given as a set (not sequence) of several
privative feature specifications, which
may be divided into concomitant feature
types (such as place and manner). The
temporal organization of tautosyllabic
articulatory gestures automatically
emerges as the inherent properties of the
evoked IRFs.

For this principle to work in English,
it is critical to assume an abstract feature
called {spirantized}, representing the
combination of apical frication and oral
closure in the phonemic consonantal
sequences /sp/, /st/, and /sk/ in both
initial and final position. This feature is
an obstruent feature, as a member of the
manner feature paradigm opposing it to

{stop}, ({fricative)}, {interdental} and
{nasal}. The features {spirantized},
{stop}, and {nasal} all require a place
specification and are implemented with an
oral stop closure (the place-specified
closure is delayed for {spirantized}
relative to the frication production
according to the pertinent IRF
properties). This feature also corresponds
to the same phonemic sequences in the
coda (e.g. ‘task’ /tzsk/ as opposed to
‘tax’ /tzk.s/ which contains a s-fix
outside the core, as indicated by a dot in
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the phonemoidal transcription).

It should be mentioned here that in
English, there are many syllabic
sonorants (as in 'button’, 'bottle’), that
must be treated as separate syllables,
even though, phonetically, there is no
vowel. These are not s-fixes, since they
do not satisfy the requirement for s-fixes
that the voicing status must agree with
that in the coda. Japanese also has many
cases of phonetically nonexistent (or
devoiced) high vowels. These syllables
contain vocalic specifications which
cause a minimal distinction between /i/
and /u/ in the devocalized environment.
In addition, these hidden vowels always
show up when the intonation pattern
requires a raised pitch, as observed
toward the end of a question sentence.

One critical problem in connection
with the discussion of possible syllable
structures is how to define syllables as
abstract phonological units. Before we
discuss where syllable boundaries are in
polysyllabic forms, we will first be
concerned with the existence of syllables,
identifying syllable nuclei which may not
be phonetically apparent. Some guiding
principles in identifying phonetically
hidden syllables may be formulated as
follows.

(1) A syllable must have at most one
continuous stretch of voiced portion in
the phonetic signal. If a word manifests
itself with an wunvoiced portion
surrounded by voiced portions on both
sides, there must be assumed more than
one syllable. Thus the sonority principle
(see Clements [1989] and Fujimura
[1989]) with respect to phonetic voicing
should be observed with the strongest
priority (at the top of the constraint

hierarchy in the sense of optimality
theory, see Prince & Smolensky [in
press]), and probably universally (as an
absolute requirement).

(2) Consonant clusters at the left and
right edges of a phonological word often
contain syllable affixes, which are often
but not always morphological affixes.
The separable affixes (p-fixes and s-
fixes) must be strongly limited in
phonological feature specifications, and
the phonetic voicing status continuously
spreads from the onset (backward) or
coda (forward) toward the word edge,
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thus requiring no feature specification for
voicing in affixes. If there is a change in
voicing at a syllable edge, as in German
initial /kn/ (in ‘Knabe’) and English final
/nt/ (in ‘tent’), the two consonantal
elements must be both contained within
the syllable core. There is strong phonetic
evidence that a phonemic minimal pair
like /tent/ and /ten.d/ must be
treated differently (see Fujimura &
Lovins [1978]).

In this situation, it is likely that one of
the consonants as a phoneme has no
paradigmatic opposition in place. In
English, the final phonemic sequence
nasal + voiceless obstruent must be
homorganic. In German, for example,
/knV, is not allowed, and therefore, the
specification for the /n/ element in the
cluster &/ is {nasal} without any place
specification. In English, it can be
sho&yp that at most one place
specification is allowed for the onset or
coda, and none is given for s-fixes, Note
again that the feature set {spirantized
llablal} f;)r the English words ‘spoon’ or
grasp', for example, do i
the I-;jlace for /s/. d 8 fiot specify

ikewise, the feature {latera]) i
Engl_xs_h, does not have {any a:);aclg
specified in our analysis, allowing a
distinction between ‘slight' and 'flight
for example, with only one place:
specnf'lcauon for the onset (cf. 'smell'
vs. 'snell' for which the place
specification is for the nasal element, not
for the /s/, reflecting the distributi;)na]
fact that there is no opposition /s/ vs, ff/

in this onset environment), The feat'ure
{lateral} automatically evokes the apical
gesture for an alveolar contact in onset
position as an elementa] gesture, b
looking Up a feature-gesture table. I);
evokes a similar corona] gesture in coda
In some dialects of American English but
not necessarily. The most robust inhe
gesture's seem to be tongue blade
garrowmg and body retraction (see
e s 10, Tt
3, the lateral in Epg); };
can i g s
not be specified with a place feature

from a phonetic po; i
White C;plgmt of view,
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onset (with a superscript o as needed)
and in coda (with ¢ ).

(3) When more than one p-fix or s-fix
is allowed in the language (as in English
for s-fixes, e.g. in ‘sixths’), ordering of
feature specifications for the sequence of
affixes is required. The inventory of
phonemic segments treated as sylfable
affixes must be small, and their feature
specifications are given parsimoniously
(only 2 manner specification in English).
Apart from this paradigmatic parsimony,
affixes behave like phonemes: they form
a temporal string with specified
sequential ordering. They are
phonetically very stable, allowing, for
example, segmental waveform
concatenation.

Syllable affixes (p-fixes or s-fixes)
may be assumed to occur only at the
edges of phonological words (or
morphemes).

In the C/D model, unlike the earlier
demisyllable analysis [Fujimura 1976,
1979], vowels are treated separately
from consonants throughout the
computational process, from the feature
specification level (i.e. input to the
converter) to the control time function
level (i.e. input to the signal generator).
For this _reason, the demisyllable
approach is adopted in the C/D model
only with respect to consonantal features
and gestures.

A minimal underspecification scheme
by means of privative (unary) features is
used for the input representation in the
QD model. For example, in English, the
first  syllable Iskramp /[ of

scrumptious’ has an onset specified as
{dorsal, stop, spirantized, rhotacized},
and a coda {labial, nasal, stop} (no
meaningful ordering of features
intended). The voicelessness for onset or
coda is not specified because obstruent
manner features without {voiced) implies
unvoiced, implemented as a voice
cessation (vocal fold abduction) at the
edge of the syllable.

CONSONANTAL TIMING
According to the original first-
approximation scheme presented in
Previous publications, the C/D model
Specifies that the internal timing relation
tween the initial and final gesture peaks
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will remain the same regardless of the
magnitude of the syllable. Therefore,
when the syllable is reduced, other things
being equal, the duration of the acoustic
vowel segment probably will increase
when the margins are unvoiced, because
the glottal abduction gesture will be
reduced and the duration of the vocal-fold
vibration will be expanded.

This particular difficulty could be
resolved by assuming that the default
condition for voicing was unvoiced, as in
a pause, and each syllable pulse evokes
in the laryngeal dimension an adduction
gesture (as opposed to the scheme where
voicing is the basic gesture unless
obstruent features or phrase boundary
features evoke voice cessation, i.e.
laryngeal abduction). The observed
voiced duration in the acoustic signal then
would depend on the characteristics of
the signal generator, balancing the
durations of the voiceless consonants and
the vowel portion in the resulting acoustic
signal as dictated by the nonlinearity of
the production mechanism. The vowel
elongation due to syllable reduction is, of
course, counterfactual, while the
shortening of consonantal segments is
factual. Which approach is more nearly
correct as an approximation theory is an
empirical issue. In either case, the total
syllable duration, or more exactly, the
time interval between contiguous
syllables as represented by the syllable
pulses, is distinctly shorter (proportional
to the syllable pulse magnitude) when the
syllable is weak.

An alternative general solution of this
problem and some others can be provided
by specifying a little more detail of the
mechanism that evokes IRFs, without
affecting the principle that all prosodic
structure of speech articulation is
computed via the time and magnitude
evaluation of the syllable and boundary
pulses. The current idea is as follows.

A syllable pulse generates separate
pulses for the onset, the coda, and each
of the affixes. Each of these subsidiary
pulses (which may be called pocs pulses,
standing for p-fix, onset, coda, and s-fix)
evokes the IRFs. The pocs pulses inherit
the magnitude of the parent syllable
pulse. Pocs pulses have shadows which
extend only outward from the syllable
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pulse, the center being the syllable pulse
under discussion which excites vocalic
and prosodic gestures directly.

The onset pulse is erected at the
external (i.e. left) end of the left-hand
shadow of the syllable pulse, and the
coda pulse is erected at the external
(right) end of the right-hand shadow of
the syllable pulse. The most internal p-
fix requires a pl-pulse erected at the
external end of the shadow of the onset
pulse, and the next external p2-pulse
stands at the external edge of the pl-
pulse. The sl-pulse, s2-pulse, erc. for
the s-fixes are similar, forming a mirror
image. The most external edge of the
shadows to the left or right of the most
external component of the syllable
determines the temporal limit of the
syllable in question as a whole, and the
contiguous syllable or boundary pulse is
placed to make this limit coincide with its
associated external temporal limit, i.e.,
the edge of its most external pulse
shadow.

The pocs pulses generally delimit the
time domain in which articulatory
gestural activities of the pertinent syllable
component (p-fix, onset, coda, or s-fix)
are primarily contained. The syllable
pulse covers primarily the vocalic
activities corresponding to either vocalic
or consonantal features, but tense
consonantal gestures tend to invade into
this vocalic time interval. Note that the
IRFs are continuous time functions and
never exhibit any sharp boundaries for
activities. The segmental discontinuity as
observed in the acoustic signals arise due
to nonlinearity of the signal generating
process. The onset pulse is the pulse that
triggers IRFs of onset elemental gestures,
the values of the IRFs being subdued and
their acoustic effects tending to be
invisible beyond the shadow edges
particularly if any gesture of the next
external component (tautosyllabic or
heterosyllabic) manifests predominating
effects. The most internal s-fix pulse
(S1) marks the nominal end of the coda
gesture activities, and the next external s-
tix pulse (S2) marks the nominal end of
the internal s-fix. The p-fix situation is a

mirror image.

Some readers may find it awkward to
see a response of the triggering pulse
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temporally before the latter occurs: the
IRFs we consider in this description are
not physically realizable. This is a matter
of convenience of the description. There
is always a considerable delay between
the cortical motor control planning and
the physical execution, even if we take
this model to represent a direct
computational simulation of the
physiological process of speech
production, the actual triggering pulses
must occur well ahead of the hypothetical
time values of syllable or boundary
pulses. Shifting the time values of all
pulses by a sufficiently large and
universally fixed time interval as a
constant delay of responses resolves this
seeming contradiction.

This revised scheme of timing
computation using pocs pulses makes the
intrasyllabic temporal relation between
initial and final consonantal gestures
more directly sensitive to the syllable
pulse magnitude in general. Also, since
the slopes of shadows for syllables are
sensitive to the internal structure,
reflecting the syllable type, the apparent
vowel duration may vary not only
reflecting the prominence condition and
speed of utterance, but also whether the
syllable is specified for a long or short
vowel. In our analysis, a phonologically
long vowel is specified with a
"monophthongal” glide ie., the

elongation feature {long€}), and a
diphthongal vowel with a more
conventionally recognized glide

({palatalized®}, etc.).

One distinct advantage of this pocs
approach is the differential treatment of
vocalic gestures from consonantal
gestures. As Sproat & Fujimura [1993]
pointed out, lateral and nasal consonants
exhibit different intrasyllabic timing
behaviors between what may be
considered vocalic vs. consonantal
gestures, while, phonologically, both
{nasal} and (lateral} are consonantal
manner features. Vocalic gestures, such
as velum lowering and tongue body
retraction, seem more closely linked to
the center of the syllable, while tongue tip
or lip gestures are linked to the margins
of the syllable. Assuming that vocalic
gestures are evoked by the syllable puise
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while consonantal gestures are evoked by
the onset or coda pulse, the correlation
between the relative timing difference
between the consonantal and vocalic
gestures to prosodic conditions as
observed in the articulatory studies (see
also Krakow [1989] may be accounted
for by a general phonetic principle as
prescribed by the C/D model.

There are many additional details of the
model that have to be worked out. The
comparison of prediction with
observation is not easily achieved, but
has to be approached step by step in
successive approximation comparing data
and the updated tentative descriptive
framework for interpreting data. The
signal generator brings the generative
description of this theory closer to direct
modeling of the speech production
process.
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ARGUMENTS FOR A NONSEGMENTAL VIEW
OF SPEECH PERCEPTION

Sarah Hawkins, Department of Linguistics, University of Cambridge, UK.

ABSTRACT

Systematic acoustic variation reflects
vocal tract dynamics; it provides the
acoustic coherence that makes a signal
sound like speech. It is thus basic to
speech perception, defined as lexical
access. Implications of this argument are
that the perceptual system maps an
informationally-rich signal directly onto
lexical forms that are structurally rich,
and that phonemes are not essential for
lexical access. Some properties of such a
view of speech perception are discussed.

1 INTRODUCTION

In this paper, I argue that speech
perception takes place by reference to a
mainly nonsegmental phonetic structure.
I discuss first some  obvious
shortcomings of the standard view of
phonetic structure, in which prosody and
a linear sequence of phonemes form two
largely separate strands. Next, I argue
that models of phonetic structure and of
perception  should include detailed
information about the dynamics of vocal
tract behaviour, since these details
contribute coherence and systematic
information to the signal. Finally, I
outline the main properties 1 think a
nonsegmental phonetic model of speech
perception should have.

2 THE STANDARD VIEW OF
PHONETIC STRUCTURE

The standard view of phonetic
structure is of a linear sequence of so-
called segments superimposed on a rather
independent prosodic strand. Most
people acknowledge that this view is a
vast oversimplification, but nevertheless
it underlies almost all the most influential
phonetic models of speech production
and perception. Explanations of the
relationship between this abstract picture
and reality are vague. Relationships
between segments and prosody are
poorly understood and not well studied:
the two tend to be analysed separately,
even though we know they are really not
separable.  Timing, for example
contributes crucially to both segmentai
identity and prosody. And formal

relationships between these phonetic and
phonological constructs and the other
constructs  of  linguistics, such as
grammar, are almost nonexistent.

Segments, for most people, seem to
be closely tied to phonemes, even
though, as I understand it, the term
segment is typically used precisely to
avoid the term phone or phoneme. At its
least theoretical, a segment is an
‘acoustic segment’, i.e. that part of the
acoustic signal that corresponds most
closely to the ‘main properties’ for a
particular phoneme.

Segments that are easiest to identify
have abrupt acoustic boundaries. Many
correspond to changes in excitation
source, and/or to spectral steady states.
They are usually clearly visible in
spectrograms: turbulence noise of
fricatives, silence associated with oral
stops (often with a noise transient),
periodicity of sonorants, the steady states
(and sometimes transitions) of vowels,
nasals, prevocalic /I/, and so on.

Everyone acknowledges that these
acoustic segments are not phonemes, or
even phones. But there seems to be a
willingness to let the relationship
between the two remain murky, partly
perhaps because the linear model is so
neat, and, in these clearcut cases, there is
a strong connection between acoustic
segments and phonemic  identity.
However, the term 'segment' is extended
to other sounds as well: /w/, /j/, various
types of /r/, and postvocalic /I/ are also
segments, and we say that they are hard
to segment’ because their boundaries are
only arbitrarily distinguishable from those
of neighbouring 'segments'.

Descriptions of coarticulation are also
often vague about how it arises, although
coarticulation is integral to recent models
e.g. Articulatory Phonology, and {1].

Intonation has tended to be seen as
having the opposite problem. The
challenge has been not so much to find
the acoustic correlates of a predefined set
of discrete units in the more continuous,
measurable f0 contour, as to establish
what the discrete units should be.
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In reality, acoustic correlates of
linguistic units are typically complex,
spread over relatively long sections of the
signal, simultaneously contribute to more
than one linguistic unit, and do not
cluster into discrete bundles.

3 COHERENCE & SYSTEMATIC
VARIATION IN SPEECH

Models of human speech perception
have typically incorporated linguistic-
phonetic constructs fairly uncritically.
Thus they assume that the main challenge
is to map the acoustic signal onto the
discrete sequence of segments that
correspond to phonemes. Intermediate
stages such as distinctive features may or
may not be included, and prosody has
usually been neglected. The nondiscrete
nature of the signal has been ignored or
seen as a problem of noise (but cf. [2]). If
we were to take the opposite approach,
and use what we have learned about
speech and speech perception to help
define the properties that a model of
phonetic structure should have, we might
come up with something rather different.

3.1 Natural speech

When humans speak, there is a tight
relationship between the behaviour of the
vocal tract and the acoustic properties of
the emitted sounds. Thus natural speech
is acoustically coherent: it contains all
sorts of acoustic-phonetic fine detail that
reflects vocal tract behaviour. This fine
detail, and consequent  acoustic
coherence, is found in all aspects of
speech. For example, it is found in
correlations between the mode of glottal
excitation and the behaviour of the upper
articulators, especially at abrupt segment
boundaries; in the amplitude envelope
governing, for instance, perceptions of
rhythm and of ‘integration’ between stop
bursts and following vowels, and in
coarticulatory  effects on formant
frequencies. (Other modalities, such as
vision, can also contribute coherence, as
I discuss briefly below. For simplicity, 1
restrict the present discussion to the
acoustic signal.) All these types of effect
contribute to acoustic variability. But the
variation they contribute is systematic, or
lawful variation, and adds information
rather than noise to the signal.

We could say that systematic variation
will only be called variation if we are
bound to a view of speech as a linear
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sequence of phonemes that have a
canonical, or pure, form, with clearcut
temporal boundaries, and in which
phonemes, excitation source, and
prosodic variables are thought of as
independent. These conceptually distinct
strands are not separable in reality, and
although there are reasons within
linguistic theory to analyse them
separately, maintaining a rigid separation
may unnecessarily distort our thinking
about speech perception and synthesis.

There is evidence from at least three
fields of enquiry that coherence (or
naturalness) of the speech signal is
crucial to speech perception: from
auditory psychophysics of the way the
auditory system organises sounds into
patterns, from speech synthesis by rule;
and from speech perception itself.

3.2 Auditory psychophysics
Experiments show that when sounds
have certain temporal and spectral
relationships to one another, humans
group them so that they form coherent
patterns, such as alternating single notes
and chords, or particular rhythms of a
single tone. This phenomenon is called
auditory streaming [4]. An auditory
stream is perceived as coming from a
single source. To use an older term from
psychology, the sounds form a Gestalt.
To cohere as an auditory stream, the
sounds must be somewhat similar in
frequency and timbre: a rhythmically-
structured series of tones that differ
greatly in pitch, say, is more likely to be
heard as two independent streams.
Changes in frequency or temporal
relationships can drastically change the
percept. Depending on the change made,
the sounds may be heard as another
pattern in the same stream, or they may
break into a different number of streams,
each with its own pattern, or as a chaos
of unrelated events. In short, whether or
not a time-varying signal (like speech) is
heard as coming from a unitary source
depends on tight spectral and temporal
relationships between its various events.
An example in speech is that we use the
continuity of f0 to  distinguish
simultaneous vowels from each other [S].

3.3 Speech synthesis by rule

Those who work with synthetic
speech have experienced the sense of
incoherence due to inappropriate changes
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in, e.g. f0 or amplitude. Synthetic speech
today is generally good enough to avoid
the worst cases. Less effort has been put
into_increasing coherence beyond these
obvious cases, yet we all know that some
sound sequences are much more
acceptable than others that are just as
intelligible. Auditory streaming strongly
suggests that to produce robust synthetic
speech, we must pay attention to the fine
detail of the acoustics: to the variation
that has typically been ignored as not
essential to phoneme identification.
The popularity of concatenated
natural speech segments over formant-
based synthesis supports this argument.
The phonetic quality of formant-based
synthetic speech is not much better than
it was a decade ago, and many
applications continue to use concatenated
natural speech. In formant synthesis, the
most stringent measures of segmental
intelligibility, such as sound identification
in isolated syllables, reach a ceiling above
which it is difficult to make significant
improvements. Well done, concatenated
speech has at least two advantages over
formant synthesis: it contains all the
short-term systematic variation (e.g. at
segment boundaries) of natural speech,
and at least some of the longer-term
vanation. Typically, formant synthesis
mumics only some of these relationships,
mainly those that most clearly underpir;
phoneme identification and, to some
extent, speech rhythm and intonation
When more subtle properties like vowel-
to-vowel coarticulation are included in
formant synthesis, it sounds better and is
significantly more intelligible, especiall
in difficult listening conditions [6,7}. d

3.4 Speech perception by humans

A wide range of work in speech
perception converges to emphasize that
Systematic variation is central to the
speech signal. The motor theory [8) has
obvious relevance. One does not need to
espouse such theories in their entirety to
zﬁﬁc;]wlaigeetthe ilu;lportance of their

enet:  that the I

knowledge of the relationship bi‘te\::g;
vocal tract behaviour and sound
profoundly influences his or her
understanding of the speech signal
Sounds that could come from a vocal
t;lact are perceived as speech; sounds that
the vocal tract cannot produce are less
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likely to be heard as speech. Sounds that
cannot come from a vocal tract but can
nevertheless be interpreted, like sine
wave speech [9], seem to be understood
because they mimic  fundamental
properties of speech, and hence of vocal
tract movement: achieving the right
timing, frequency and  amplitude
relationships is crucial. No one claims
that sine wave speech sounds natural, nor
that it is easy to understand: these
requirements demand that fine acoustic
detail is added. And this detail follows
the systematic variation caused by the
way the vocal tract works.

. Theories based on the acoustic signal
incorporate vocal tract dynamics at least
implicitly to the extent that they refer to
time-varying properties. The theory of
acoustic invariance, for example, stresses
effects of the changing shape of the vocal
tract that are reflected in constancy of
relationships in frequency or amplitude
across  acoustic  boundaries  [10].
Postulated invariant properties transcend
systematic variation in the signal, yet
include it because the variation is part of
each measure of invariance. The variation
can be responded to as information rather
than noise if we assume that the
perceptual process continuously assigns
probabilities rather than binary values to
features, as I suggest below.

Experiments from other theoretical
approaches also support the importance
of vocal tract dynamics. The large
literature on the importance of consonant
transitions to phoneme identification is a
pnme example, while others show that
the more subtle systematic variation also
contributes to perceptual decisions.
Some of these are mentioned below.

4 TOWARDS A NONSEGMENTAL
MOD}EL QF SPEECH PERCEPTION

This section considers what the above
arguments, if accepted, could entail for 8
model of speech perception.

4.1 The task
In the phonetic literature, the term
speech perception often seems to mean
the identification of phonemes or
syllables in simple contexts. I see this
?terprctanon as narrow, and prefer to
efine the task of speech perception as to
ﬁ::ers_tand the meaning of what someone
t said. That task is too large for study
owever, 1 see the immediate phonetic
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task as to identify words, meaningful or
not. Psychologists call this lexical access.

4.2 Modality

A historian might be forgiven for
concluding that one must decide on
whether the modality of interpretation is
motoric or acoustic/auditory e.g. [11]. 1
believe that the sharp division that has
been drawn between these approaches is
one of philosophy rather than of
evidence—the differences are often
smaller than has been suggested [11] and
the theoretical approach can influence the
experimental design and analytic method
to create spurious differences [12].
Rather, consistent with the preceding
argument, 1 assume that all relevant
sensory information is usable. Modality is
not crucial, but the input must seem to
have come from a vocal tract.

4.3 What constitutes perceptual
information?

I make three assumptions about what
constitutes perceptual information: that
all  speech-relevant information is
potentially salient; that sensory input is
interpreted in relational terms; and that
the signal varies in the amount of
information carried per unit time.

The assumption that all speech-
relevant information is potentially salient
to the perceptual mechanism does not
entail the claim that it is always all used.
Whether it is used, and the extent to
which it is used, depends on its quality
and on what other information is
available. Evidence supporting this view
comes in many forms, including acoustic
cue trading, the many demonstrations of
the influence on sound or word
identification of higher-order linguistic
factors such as vocabulary size,
predictability from context, and lexicality,
and cross-modal influences on speech
perception e.g. [13]. Of these, the last is
perhaps most worth discussing.

In [13], /baba/ and /gaga/ were Cross-
matched such that listeners heard /baba/
synchronised with a video of a mouth
saying /gaga/, or vice versa. Responses
were asymmetrical: the visual stimulus
has a profound influence when the heard
stops are bilabial, but when they are
velar, the visual influence (of /baba/) is
smaller and less consistent. The
explanation rests in what the listener
knows about the relative quality of each
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sensory channel. Acoustically, velar stops
are fairly distinctive, whereas bilabials are
not [14,15] and can easily be misheard.
Clear sight of a closure being made inside
the mouth can apparently cause the weak
and hence potentially unreliable acoustic
properties of a bilabial stop to be
disregarded in favour of the more reliable
visual information: when /baba/ is heard
but /gaga/ is seen, the visual input
dominates. When information from both
channels is clear and hence reliable, the
perceptual system gives weight to both,
and produces combination g-b responses.

Evidence for the second assumption,
that acoustic and visual information is
interpreted in relational terms, is also
widespread. Auditory streaming attests
to its importance. Timing, by its nature,
involves relational properties, as do
aspects of perceived phone identity such
as stop voicing and schwa identity. That
relational properties are fundamental
suggests that normally, sounds or
features can only be interpreted in
context. While that is a relatively new
idea in acoustic studies of speech
perception, it is not new in linguistic
theory: relational properties underpin the
entire  phonetic  and phonological
structure. When the salient sensory cues
are also expressed in relative terms, we
have a consistent contrastive structure
from sensory input up to the lexicon.

The third assumption, that the signal
varies in the amount of information
conveyed per unit time, requires no
justification, but it does have important
consequences for our thinking about
perception. Let us first consider regions
of the signal that are rich in information.
These are sometimes called islands of
reliability. They feature (with different
names) in a number of theoretical
approaches, including invariance theory
(10], quantal theory [16] and robust
features [17). While work on acoustic
invariance has tended to emphasize
dynamic properties, robust features are
typically ~characterised in terms of
properties that are constant for the
duration of at least the major portion of a
phone-sized acoustic segment. It is not
clear that we need to choose between
these approaches. While acoustic
invariance seeks short-term properties
that are minimally sufficient to provide
evidence for a particular feature, each
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robust feature must last long enough for
the phone it underpins to be
recognizable. The two approaches reflect
different consequences of articulatory
movement, and so both contribute to the
signal that the perceptual system tracks.
If we accept this reasoning, then our
perceptual model must effectively
operate with at least two time windows,
a short one for rapid events, and a longer
one for more continuous properties. And,
since different features are recognized at
different times, they will not naturally fall
into the neat bundles of standard
phonology. These consequences are
consistent with data showing that the
temporal structure of both spectral
change and steady states is critical for the
correct identification of most sounds cf.
rate of change of formant transitions
(stop vs approximant), and the duration
of ﬁ1<;atlon noise, which, when short, can
contribute to the percept of place of stop
articulation [14,18], and when long is
heard as fricative or affricate.
Anecdotally, I need to hear quite a lot of
the vowel in a CV syllable before it takes
on the right quality. At shorter durations,
I hear one or more other English vowels.
Evidence for the contribution of
regions of the signal that are not rich in
information is more sparse than that for
islands of reliability, but that may be due
partly to fashions of inquiry. Some
regions of the signal indisputably demand
more inference about the message than
others e.g. some phones are inherently
not robust [19]. Nevertheless, regions of
low information can contribute valuable
perceptual information. Under some
conditions, natural variation in formant
frequencies that is engendered by
consonants can spread throughout
adjacent vowels and even to nonadjacent
ones. Experiments in progress in my
laboratory show that listeners can use
such weak acoustic cues to identify
phonemes in natural and synthetic speech
(cf. [6]). Gating experiments illustrate the
};}sfg of both weak coarticulatory
ormation and islands of reliability [20].

4.4 Is the phoneme necessary for
spciechl; perception?

ve argued that there is re
suppose that the perceptual a:;’sizetg
closely tracks the detailed acoustic
signal, along with other sensory
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information such as sight of the speaker's
face, if available. I have also argued that
all input provides potentially valuable
information, that its quality is evaluated
during the process of making perceptual
decisions, and that relational (context-
dependent) properties are fundamental.
These arguments lead me to question
whether a phonemic stage is necessary to
lexical access. Why not map more
detailed properties of the signal directly
onto words? This proposal is not original
(cf. [21,22]), but some reasons for
malgu}g it are worth examining, in
addition to those made by e.g. [18] that
acoustic cues are not  always
straightforwardly combined into phonetic
features, nor features into phonemes.
_ An obligatory phonemic stage must be
intermediate between the acoustic signal
and the lexicon. An intermediate
classification seems only worthwhile if it
reduces processing load: it must be
reasonably  error-free, and  allow
information to be thrown away. But
acoustic information seems to be held
until quite late in the identification
sequence. For example, listeners can
back-track to reinterpret  acoustic
information quite a long time after a
misperception, reconstructing an entire
phrase and seeming to ‘'hear’ that the
reconstruction is more satisfactory than
the original interpretation (see [23]).
Another argument is that some
phonemic sequences map uniquely onto
words only after the acoustic offset of
some candidates e g. ‘plum’ vs ‘plumber’
in / saw the plum on the tree [24]. The
listener seems able to keep both lexical
options available [25], but it seems risky
to keep only phoneme strings without
detailed  sensory information, and
contrary to evidence of late integration of
different sources of information e.g. {26].
A less commonly made argument
comes from language acquisition.
Children seem to learn to talk by
Imitating the sound pattern of what they
hear, without a complete phonological
(or syntactic) analysis [27,28]. If that is
the case, then presumably they operate
without a fully systematic phonemic
inventory, and if children start by doing
that, it is difficult to see that they should
be obliged to change as they get older. I
suggest that it is possible but not
obligatory to interpret the signal in terms
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of phonemes before lexical access.
Normally, the phonemic interpretation
will come after lexical access, perhaps to
the extent that the person is literate.
Modelling phonemes as only an
optional route resolves the conundrum in
which allophonic information is crucial to
feature identity and word segmentation
but must be ignored in order to assign
phoneme status. In a model in which
phonemes are not central, we preserve
the perceptual cueing value of variation
due to phonetic context and connected
speech processes by relating the input
directly to phonological structure. Thus
we preserve the information about
syllable-dependent  variation in the
spectral and temporal properties  of
phones that is crucial to lexical access.
This can have interesting phonological
implications. Take the patterns of clear
vs dark vs vocalized /I/ found in several
varieties of English. Thus lull is [Ia] in
standard Southern British English, but
[iav] is rapidly gaining ground as a
stylistic option for some speakers, and is
the only option for others. in standard
phonological theory, all these accents are
said to have a phoneme /I/ which can fall
either before or after a syllabic nucleus.
But are these 1's the same for speakers
who have only the vocalized version
syllable-finally? For such speakers, the
vocalized version is subject to linking
phenomena which cannot occur in the
dark /U version: consider legal fees,
[ligufiz], but legal aid, [ligoweid]. This
suggests to me that, in these contexts,
vocalized and word-initial /l/ are
phonologically distinct. An important
consequence of distinguishing syllable
position of phones or features is that
syllabic  constituency is  not only
signalled, but preserved throughout the
interpretation. Correct assignment of
syllabic constituency seems basic to
correct word segmentation, but this
information is lost in a phonemic string
unless phonotactic ~ constraints  are
violated.

4.5 Outline of a nonsegmental model
of speech perception

The model 1 suggest follows that
proposed by [23]. Here, I develop some
nonsegmenial aspects of the model, for a
bottom-up channel from the sensory
signal to words. The role of higher-order
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knowledge and the model's interactive
aspects are neglected here due to space
constraints; they are discussed in [23].

One consequence of seeking a model
that is closely tied to vocal tract
dynamics is that it will use a rich acoustic
structure with many redundancies.
Another is that time must be explicitly
represented, with both rapid events and
more slowly changing information
contributing to perceptual decisions. The
model assumes that all speech-relevant
information is used, weighted according
to its apparent value. The sensory input
is interpreted in terms of linguistically-
relevant units, and lexical items are
represented as complex  structures
involving those same units.

These lexical structures comprise
syllables and their constituents, together
with information that maps onto higher-
order structures of prosodic ~and
grammatical trees. Thus intonation and
rhythm guide decisions and focus
attention onto stressed syllables [29].
Lexical structures include some set of
features as terminal elements. These
features are unconventional: they take
probability rather than binary values, and
are distributed across time rather than
bundled into units with discrete
boundaries. Probabilities attached to
features can change within as well as
between syllabic constituents. Thus weak
cues from small coarticulatory effects are
represented. For example, the probability
of a feature [high] is significantly greater
than zero in the nucleus of the syllable
before a high vowel, but it is higher still
(normally 1) in the nucleus of the syllable
containing that high vowel.

A model that assumes feature
probabilities but neglects the weak
cueing function of coarticulatory effects
can assume that the lexical representation
is in terms of resting levels, thresholds,
and supra-threshold activation; any input
value greater than the threshold activates
the feature. But to accommodate
coarticulatory cues, it seems necessary to
limit the range of expected probabilities
for each feature. When the effect of
interest is weak (e.g. slight vowel raising
due to coarticulation with a high vowel in
the next syllable) both lower and upper
limits of the range will be less than 1 for
the relevant feature, here [high]. When
the effect of interest is the primary
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property of that part of the signal (e.g. a
high vowel), then the upper limit will be
1, and the lower limit will be determined
by contextual influences from other parts
of the utterance. There must also be
knowledge of relative probability of
features across acoustic segments [23].

The input signal is represented as a set
of prelexical features (or possibly loose
clusters of features) whose values are
also represented as probabilities. The
signal is continuously monitored for
information on each unit, giving rise to
continuous modulation of probability
levels of pre-lexical features, which in
turn affects activation level of lexical
items. Thus the model tracks time
functions and hence vocal-tract dynamics
(and their acoustic consequences), rather
than only event sequences.

Lexical access involves taking the best
match between input and stored
probabilities for features. Unambiguous

_ stimulus input is given great weight, and
i can be in any modality. But because the
system is based on choosing the most
probable answer, a signal can produce a
clearcut response even if acoustic cues
are relatively poor, as long as they are
consistent for long enough and there is
no strong contrary information.

. The model preserves the relational
hierarchical structure of contrasts from
input through to the highest levels of
hqguxsug interpretation. No one unit is of
prime importance, nor can it be
functionally separated from the others in
the structure of which it is part. (It can
be analyzed independently.) In other
words, acoustic information feeds several
units simultaneously, and each unit uses
several types of acoustic information.

Since the entire signal is potentially
represented, the model system s
holistic”. it is not divided strictly into
discrete segments, nor into segmental
and prosodic strands. Such distinctions
can be made, but they need not be, and
possibly they are not normally made. In
tradmonal_tenns, allophonic information
and coarticulation are represented as
central properties of the system, rather
than as secondary or intermediate stages
relat_n{e to  phonemic information
Addlpnona}ly, phoneme strings need not
be identified before lexical access
although there is nothing to stop them
being so identified, assuming they are
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represented in the lexical structures and
available to the listener.

A rich and redundant structure allows
flexibility in the units used and how the
signal is segmented. This provides one
source of individual differences in speech
production and perception. In speech
production, the route the child first learns
for a particular articulatory manoeuvre
stands a good chance of being perfected.
It will be changed only if subsequent
learned patterns conflict with it. Likewise
for perception: some people pay more
attention to one set of cues, others to
another. Thus there is room in the model
for experience of the individual child to
underlie  individual differences in
adulthood.

Individual differences in experience
may mean that people do not have
maximally systematic representations of
language in their brains. Informal
evidence suggests that some people
operate throughout life without a
complete phonological and syntactic
system as a linguist would recognize
them. Take /aid ov latkt to gal,
frequently expanded even by adults as /
would of rather than I would have.

_ A relatively direct mapping from
signal to lexicon seems to be consistent
with the general approach of the more
successful speech recognition by machine
systems, whose impressive recent success
has depended on the use of all acoustic
information over long domains, for
example an entire sentence, using fairly
minimal linguistic information [30]. The
general pattern-matching approach of
statistical solutions to speech recognition
15 almost certainly germane to human
s.peec.h.perception. Possibly incomplete
linguistic structures could be built up
from statistical evidence of recurrent
patterns, together with appropriate
hardwiring in the brain. I have tried to
show that this might be possible.
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ABSTRACT

In this contribution I present the view
that there is no fundamental problem in
relating segmental, non-dynamic
phonological representations to non-
segmental, dynamic phonetic
representations of speech, and that other
kinds of theories of phonological
representation are less suited to dealing
with prosodically-conditioned variation.

INTRODUCTION

The question posed in this session is,
"What benefits/problems flow from
taking adynamic/non-segmental approach
to phonetics?”. This question arises
because. most, though not all,
phonologists have traditionally assumed
that the segment is one basic level of
phonological representation, and because
most, though not all, phoneticians
assume that there are no phonetic
segments. Thus there is a mis-match
between the two levels, which would
seem to be undesirable. An apparent
solution to this apparent problem has
become increasingly popular: that the
phonology should match the phonetics in
being dynamic/non-segmental. In what
follows T will present my own view on
this issue: first, that there is no real
problem crying out for a solution, and
second, that a dynamic/non-segmental
phonological representation creates new
prohl.ems for phonetics, because it
contains too much specific information.

In addition, I should note that I believe
that there is good reason to assume that
people have a tendency to construct a
psychological representation in terms of
segments. In short, I share the view that
the widespread success of phonemic
alphabp_!s reflects (because it depends on)
the ability of humans to readily construct
segmental representations of words,
(This is not to say that a person must
have a complete and final segmental
representation before learning to read, or
that the orthography has no influence on
the segmental representations.) I will not
have time to defend that component of

my position here, but it is certainly a
motivating principle in what follows,
because it means that some "benefit
flows” from having at least a quasi-
segmental phonological representation.
Following Goldsmith [1], then, I see the
language learner as being faced with the
task of making structural sense of the
speech signal by abstracting segments
(and other higher-level units) from it.

"DYNAMIC" AND "NON-
SEGMENTAL"

First, the terms under discussion,
“dynamic” and "non-segmental”, require
some clarification, especially since they
are not the same, and therefore might
bring different benefits and problems into
play.  The question of whether
representations are chunked into units is
separate from the question of whether
those units, or their components, are
dynamic.

“Dynamic” seems the easier term of
the two: if some component is dynamic,
it 1s directly and inherently specified as
time-varying. The phonological
alternative is "static": no claim is made
about how long a given property persists,
how. fast it comes on or turns off, etc.
Static phonological representations
(though non-segmental) are defended by
e.g. Local [2].

"Segmental” is much the murkier
term.  (See Abercrombie [3] for an
Interesting historical review; see Pike [4]
In particular for a full program of
phonetic segmentation.)  Phonetic
segmentation, for example of
spectrograms, usually refers to a strict
division of the speech signal into
discrete, non-overlapping, temporal
slices which exhaustively parse the entire
signal. Certainly this can be done uptoa
point: acoustic records of speech show a
quasi-segmental character based on
changes in the major manner features of
the primary articulatory constriction.

Thus conventions for acoustic
measurement of "segment” durations are
typically based on source characteristics
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of the constriction (stop, fricative,
approximant), rather than on voicing,
nasalization, place of articulation
(formant frequencies), or secondary
constrictions.  (This manner-based
division of the signal is somewhat along
the lines of McCarthy (5], where the
segmental root node consists of the
features Consonantal and Sonorant.)
One non-segmental aspect of speech,
then, is that other features of a segment
do not have to line up with this basic
manner division either grossly (e.g.
nasalization may begin well before a
nasal consonant) or in detail (e.g. voicing
may continue for one or two pitch
periods after the closure for a voiceless
stop).

Another non-segmental aspect of
speech is that when these manner features
do not change, most notably in a
sequence of resonants, no obvious
segmentation emerges and our acoustic
criteria are quite arbitrary. Put another
way, acoustic signals may suggest some
segmentation and perhaps support further
segmentation, but not always
corresponding to a phonological
segmentation.

Hertz [6] takes an intermediate
position on acoustic segmentation:
phones are quasi-steady-state portions of
the signal, while transitions are specific
time intervals that come between phones.
F2 is used as the primary basis for
segmentation. Hertz and colleagues
show that interesting phonetic
generalizations can be made on the basis
of this segmentation, e.g. that phones
and transitions pattern differently in terms
of durational changes.

Phonological segmentation is by no
means the same thing as dividing up a
spectrogram. The job of phonological
segments is at least twofold: to indicate
phonological precedence (which features
come roughly at the same time vs. which
are clearly in sequence), and to give a
gross indication of notional time (a
segment’s worth of time). The same jobs
are done by higher-level units too, of
course; the segment is simply one level of
such organization.

In fact, most phonological
representations are what we might call
"semi-segmental”. They are basically
segmental in that there are segment slots
of some kind (root nodes, Xs, whatever)
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which do these jobs of segments, but
they are non-segmental to the extent that
features are autosegmentalized, that is,
features can belong to no segment slots
(as in floating morphological features), or
to more than one (as in geminates), and
more than one value of a feature can
belong to a single segment (as in
affricates).

Finally, note that for the purposes of
thinking about the relation between
phonological and phonetic
representations, it doesn't matter whether
segmental phonological representations
are underlying (as most phonologists
assume) or derived (e.g. Archangeli and
Pulleyblank [7]).

SEGMENTAL AND NON-
DYNAMIC PHONOLOGY: IT'S
NOT A PROBLEM

The traditional class of models of the
relation between phonology and
phonetics is known as "target and
interpolation” models. That is, these are
models that provide targets and
interpolations between targets.
Individual phonological feature values
associated with segments (or, in some
speech synthesizers, unanalyzed whole
segments) specify "targets” in articulatory
and/or auditory-acoustic domains. The
targets are aimed at by the speech
producing mechanism, which moves, or
"interpolates”, from target to target.
Examples of work in this framework
include [6], 8], [9], [10], [11], [12],
[13], [14], and [15].

In this approach, then, there are three
steps in getting from a discrete
phonological representation to a
continuous phonetic representation.

The first step is a general one, and the
other two are done for each utterance.

Step I: relate each feature to one or
more parameters (articulatory or auditory-
acoustic, as relevant). To some extent
this correspondence will be the same
across languages: some one parameter is
most basic for a given feature; but to
some extent this correspondence will
vary across languages, because other
parameters may also be used, or not.
These expressions of features can be
quite complex, but that is the nature of
speech, not of the theory itself (contra
Zsiga [16)).
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Every theory must grapple somewhere
with the dual facts that articulatory-
acoustic correspondences are complex
and that different articulations can be
used together to produce or enhance a
given acoustic end. For example, the
feature Strident needs to control
parameters of tongue shape, jaw (tooth)
position, glottal opening size, and velic
opening size. Task Dynamics theory
(e.g. [17]) does this in terms of
Coordinative Structures (where the
example of Strident is more complicated
than ones usually discussed in that
framework), and Enhancement theory
(e.g. [18]) does this in terms of
redundant feature specifications (for
which again Strident is a complex
example).

Features: Parameters:
Strident tongue blade shape
Jjaw height

Voice ———p  glottal opening

Figure 1. Features affectin ]
L multipl
phonetic parameters. 8 e

Parameters: Factors:

glottal opening <&~ this language

V‘\\ value of Voice
\ value of Strident
value of
Spread Glottis
position in syllable
... word
... phon. phrase
.. etc.
prosodic
prominence
discourse
prominence
|
1
etc.

Figure 2. Multipl i
ure 2. ple factors affect
setting of a phonetic parametef.f ing the

Step 2: interpret any gi i

: ny given (discret
value Qf that fea}ure as a (cominuoug
value in two dimensions: along the
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relevant parameters, for some interval of

(nptional) time. This continuous value
will depend on many factors besides the
phonological feature value, including
values of other features in the same
segment, and prosodic variables. For
some parameters, more than one feature
will determine the ultimate value. For
example, Strident, which wants an open
glottis for high airflow, competes with
Voice, which wants approximated vocal
cords for vibration, for control of glottal
opening in a voiced strident, which
makes voicing breathy, and/or difficult to
sustain. Assignment of target values is
fzg;led target evaluation by Pierrehumbert

Step 3: connect successive values
according to some mathematical function;
this function may differ for different
target values, parameters, languages, but
is most commonly treated as linear.

[
L @
o o
Figure 3.  Interpolation between

successive targets on some paramter

The evaluation for each feature is
temporally independent in the sense that,
for example, the different articulations for
a single segment can begin and end at
gilffcrent.nmes. That is, target and
interpolation models require a theory of
target alignment in the same way that
Articulatory Phonology requires a theory
of gestural phasing. The difference is
that with a segmental phonology, these
alignments are not considered to be
lexically specified.

ICPhS 95 Stockholm

ICPHS 95 Stockholm

A property of both target and
interpolation models and Articulatory
Phonology is what I call phonetic
underspecification. Phonetic
underspecification means that not every
segment has to have a specification, or
target, for every feature. This has a
strong effect on speech when
interpolation functions do not care
whether adjacent featural target
specifications are from adjacent segments
or not; targets are connected up through
an empty time interval between them.
This means that the effects of target
specifications will extend further in time
than the time interval occupied by the
targets themselves. This is a way of
getting dynamic effects without having
the targets themselves be dynamic.

The diagnostic for phonetic
underspecification, then, is variability
across contexts. If there is no
specification, then what you see will
depend entirely on the surrounding
specifications, which will trigger
interpolation through the unspecified
span in a temporally-gradient fashion.

X, X, X,
I | |
+F +F -F
) )
P \
°
X, X, X,
| |
+F -F
°
b \
°

Figure 4. Interpolation between specified
(top) and underspecified (bottom) values
of some parameter.

On this account, then, much
allophonic variation, especially variation
that is coarticulatory or assimilatory in
character, is generated by the quantitative
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operations (target evaluation and
interpolation) just described. It can be
seen that many allophones that have been
previously described featurally (that is,
by the change or acquisition of a feature
value in a segment) are not described
featurally here. As just one example,
many vowel allophones that might be
noted in a narrow phonetic transcription
can be derived by interpolation, not by
feature changes (e.g. Choi [15] on
Marshallese). This does not mean that
phonological feature spreading or
changing cannot occur, but it certainly
means that it does not occur as often as
has been posited in the past. The
position that a segmental phonology
means that every case of allophonic
variation must involve segmental
allophones is a straw man.

Next, note that targets come from --
are projected by -~ phonological feature
values. Thus, when there is a
phonological contrast, and therefore
feature specification, there must be one or
more phonetic targets (depending on how
many parameters implement a feature).
The targets will be the main influence on
the parameter contour at that time. Butif
at some point in time there is no contrast
that uses a given parameter, there will be
no target at that time on that parameter,
and the influence of context will
obviously be strong. That is, contrast
can restrict contextual variability while
lack of contrast can give rise to contextual
variability.

I developed this idea as the "window"
model of surface phonetics. In this
model, targets are not single values.
Instead, they are ranges of permitted
values. For articulation, you can think of
these as constraints that say how much it
matters how precise an articulation is.
Some targels are very narrow ranges or
windows; they permit little variation.
Other targets are wide ranges or
windows; they permit correspondingly
more variation. In effect, windows turn
phonetic underspecification from an all-
or-none proposition to a gradient
proposition.

With target ranges rather than points,
interpolation becomes a more complicated
function. For articulation, the general
idea is to go as slow as possible while
still making it into the required range.
Guenther [19] has implemented a neural
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net model of articulation that incorporates
a windows-like idea. Guenther's ideas
differ from mine in certain respects but
his model shows that interpolation
between articulatory target ranges in
accord with motor control principles is
possible.

Interestingly, Guenther is developing
his target ranges as an implementation of
Lindblom's H&H dimension [20]. A
small window is a kind of
hyperarticulation because it requires more
careful speech to reach the small target
and it limits coarticulation. So the target
sizes encompass all styles of speech, but
slower speech, and more careful speech,
would be modeled as a shrinking of the
targets, while faster/less careful speech
would use the fully expanded targets. He
also proposes to follow up a result of
deJong et al. [21] and deJong [22], that
phrasal prominence results in a decrease
in contextual variation and thus involves
hyperarticulation. This can be modeled
straightforwardly as a decrease in target
range of the head of a prosodic domain
(though his model as it stands needs
some modification to generate more
extreme  articulations under
hyperarticulation). Not only are vowel
articulations hyperarticulated under
stress, but onset consonants show
hyperarticulation effects of stress on their
oral [22] and glottal [23] gestures.

I would take this approach even
farther. 1t seems likely that
hyperarticulation characterizes not only
prosodic heads, but also at least some
prosodic edges. Consider how edges of
words are treated in English (and
]plau;l]blx other lﬁnguages). Wordfinally
engthening is the demarcative property
(e.g. [24], [25]), specifically lengthepniné

of the closing (VC) gesture of the final
rime (e.g. [26]) rather than the final
consonant constriction interval, which is
in fact shorter [27]. Word-initially, on
the other hand, the initial consonz;nt’s
constriction interval is lengthened {27}
and bqth oral and velic gestures are more
constricted ([28], [29]--see review by
Browmar! and Goldstein [30]) and glottal
opening 1s greater (again, reviewed by
[30]).  Most strikingly, and more
generally, the size of the glottal opening
for /l/ and for aspiration gets bigger the
larger the prosodic domain in which the
consonant is initial ([23], [31]). Thus it
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is not oniy heads of prosodic domains
that are hyperarticulated; initial edges are
also hyperarticulated, even above the
word level.

This means that prosodic structure,
not only at the syllable and word levels,
but also at different phrasal levels,
probably plays an enormous role in
determining what we think of as purely
“"segmental” characteristics, like degree of
stricture, as well as what we think of as
"suprasegmental” characteristics, like
duration.

THE ALTERNATIVE HAS A
PROBLEM

We have seen how a distinction can
made between phonological feature
values, which characterize physical
properties only very abstractly, and
phonetic targets, which have specific
spatial and temporal quantitative values as
a function of many factors, including but
not limited to the phonological feature
values. Suppose instead we want
phonological representations to include
much of this detail: some indication of
how fast and how long a movement will
be, a more explicit indication of its exact
spatial goal or target, more information
about the relative alignments of different
movements -- say, a theory like
Articulatory Phonology. How will all the
prosodic variation discussed above be
dealt with?

_Brlowman and Goldstein [30] broach
this issue. However, they do so by
focusing on different kinds of variation at
different levels. Variation in gestural
parameter specifications and in phasing
are both considered at the word level,
where lexical stress, position in syllable,
and position in words are all relevant
variables. As long as such variation
occurs within the word, it can be
incorporated into the lexical
representation itself, where it is
redu‘ndAant information, but useful in
specifying how the word is to be actually
pronounced.  Phrasally, however,
Browman and Goldstein consider
differences in phasing only as they occur
between words.  These different
phasings leave the lexical representations
intact and simply slide them around
relative to one another. Even American
English flapping of final alveolars before
vowel-initial words is said to involve no
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change in the word-final alveolar gesture
itself, presumably because if it did, that
would be harder to account for.

Yet within-word variation in gesture

parameters and possibly in phasing does
occur as a function of postlexical
structure, and in fact may be completely
pervasive. In that case, we cannot say
that lexical specification tells us how to
pronounce a word, only how to
pronounce it in some particular context.
Which prosodic position should be taken
as the basis for the lexical
representations? Should some position
be taken as canonical, and other variants
derived from it by some kind of
readjustment? This would go against the
spirit of the whole endeavor, because the
lexical information would be misleading
just because it is precise. Or should a list
of all possible alternatives be
precompiled, along with indices so you
select the right one for any given
occasion? Not only does this again go
against the spirit of the theory, but it
requires that there be some finite number
of possibilities. Or should gestures in
lexical representations indicate only
ranges of spatial and temporal variation,
with more precise values to be
determined postlexically? Or should
lexical representations be segmental and
non-dynamic, as they are in Zsiga's [16]
version of Articulatory Phonology? In
these last two cases, the segmental-and-
nondynamic and non-segmental-and-
dynamic theories will turn out to be much
more alike than they now seem.
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THE EARS HAVE IT:
THE AUDITORY BASIS OF SPEECH PERCEPTION
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ABSTRACT

Two neural systems - the auditory
path\yay and the thalamo-cortical
association areas - set constraints on the
acoustic properties of all vocal
communication systems, including
human language. This paper discusses
the manner in which the two systems,
Operating in concert, may shape the
Spectro-temporal properties of human

speech.

INTRODUCTION

The acoustic nature of speech is
typlcal}y attributed primarily to
constraints imposed by the human vocal
apparatus. The tongue, lips and jaw can
move only so fast and so far per unit
nmc,}h; size and shape of the vocal tract
set limits on the range of realizable
spectral configurations, and SO on
Although such articulatory properiieé
do tc i
1t1s unlikely that such factors Oinnsgri:im(f;
themselves, entirely account for the full

! ectro-
properties of speech, F%r ex:mt;l?ptg;?el
are sounds which the vocal apparatlls can
ughing and spitting,
N any language's

although speech
» 1t is only
ocal tract is
sequences of
no language

doubtless impose significan
constellation of ¢

produce, such as ¢co
which do not occur
sound inventory, And
can readily be whispered
occasionally done. The v
capable of chaining long
vowels or consonants byt
relies exclusively on either bas;
form, nor does speech ¢

S€quences of acoustica
segments.

In this paper it is Proposed that
POses its own set of
coustic nature of
factors are crucial
W information ig
h waveform, This
largely to insure

auditory system im
constraints on the g
speech, and that thege
for understanding ho
packaged in the speec
packaging is designed

‘;

ontain long
lly similar

robust and reliable coding of phonetic
information by auditory mechanisms
operating under a wide range of
potentially adverse acoustic conditions, as
wgll as 1o integrate these phonetic features
with information derived from neural

centers responsible for visual and motor
coordination.

SPECTRO-TEMPQRAL
PROPERTIES OF SPEECH
The discussion focuses on the
following parameters of auditory
function:
(1) the range of frequency sensitivity
(2) the frequency resolving capabilities of
peripheral auditory neurons
(3) the limits of neural periodicity coding
(4) the time course of rapid adaptation
5) the{ ternporal limits of neural
coincidence detection
(6) the modulation transfer characteristics

of brainstem and cortical auditory
neurons.

These parameters account for a
number of important acoustic propertics
of speech, including:

(1) an absence of s ¢
e pectral energy above
(2) a concentration of spectral information
below 2.5 kHz
(3) preference for encodin g perceptually
relevant information in the spectral
peaks

4) sounfj pressure levels for segments
ranging between 40 and 75 dB

(5) rapidly changing spectra

6)a prevalence of phonetic segments
with abrupt onsets and transients

(7) a preference for quasi-periodic
waveforms whose fundamental
frequencies range between 75 and

30 Hz
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(8) temporal intervals for integrative units
(syllables and segments) ranging
between 50 and 250 ms

These acoustic properties are essential
for the robust encoding of speech under
uncertain {(and often noisy) acoustic
conditions and in circumstances where
multiple vocal interactions may occur
(e. g., the proverbial cocktail party).

Each of these properties is examined
in turn.

Spectral Energy Distribution

a. Energy entirely below 10 kHz.

No speech segment contains significant

energy greater than 10 kHz, and most

speech segments contain little energy

above 4 kHz [1,2].

b. Concentration of energy below 2.5
kHz.

The long term power spectrum of the

speech signal is concentrated below 2.5

kHz, as a consequence of the temporal

domination of vowels, glides and liquids

in the speech stream [1,2].

Moderate to High Sound Pressure
Levels

Although we are certainly capable of
talking at very high or very low
amplitudes, we rarely do so. Rather,
speech is spoken at a level that is
approximately 60-75 dB for vocalic
segments and about 20-30 dB lower for
stops and fricatives [3].

Rapid Changes in Spectral

Energy over Time

a. Significant changes in spectral energy
maxima over 100-ms intervals.

The spectral energy in speech moves

rapidly through time. There is virtually no

segment in the speech signal where the

formant pattern remains relatively

stationary for more than 50 ms [2].

b. Prevalence of abrupt onsets (e. g.
stop consonants, clicks, affricates).

There is a tendency for words to begin

with segments having abrupt onsets, such

as stops and affricates and it is

uncommon for words to begin with

gradual onset segments such as vowels

[4].
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Temporal Modulation
Characteristics
a. Micro-modulation patterns with
periodicity between 3 and 12 ms
Most of the speech signal is produced
while the vocal folds are vibrating. The
acoustic result is that the speech
waveform is modulated at a quasi-
periodic rate ranging between 3 (330 Hz)
and 12 ms (85 Hz). The lower limit is
characteristic of the high range of female
voices while the upper limit is typical of
the low end of the male range.
b. Macro-modulation patterns on the
time scale of 50 to 250 ms
Riding on top of this micro-modulation is
a longer periodicity associated with
segments and syllables. The durational
properties of syllables is a property of the
permissible sound sequences in the
language [5].

It is likely that all spoken languages
are characterized by these properties,
despite the differences in their phonetic
inventories. It is these "universal" macro-
properties of the speech signal that form
the focus of the discussion below.

AUDITORY MECHANISMS

The auditory bases for the spectro-
temporal properties described above are
varied and complex, reflecting general
constraints imposed by the mammalian
acoustic transduction system. However,
these general mammalian properties have
special consequences for the nature of
speech as a consequence of the unique
fashion in which sensory-motor and
cognitive information is integrated in the
human brain.

Spectral Energy Distribution

Human listeners are sensitive to
frequencies between 0.05 and 18 kHz
[6]. However, the truly sensitive portion
of this range lies between 0.25 and 8 kHz
[6], setting approximate limits to the
bandwidth of the acoustic communication
channel.

The precise shape of the human
audibility curve is conditioned by several
factors. The lower branch of the
audibility curve reflects the impedance
characteristics of the middle ear [7]. The
coupling of the ear drum to the oval
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window of the cochlea via the ossicular
chain is much more resistive to low
frequencies than to high.

The upper branch of the audibility
range is determined by the mechanics of
the inner ear, which in turn is accounted
for by macro-evolutionary factors
pertaining to the ability to localize sound.
The upper audibility limit pertains to the
frequency range over which interaural
intensity cues are available for precise
localization of sound in the azithmuthal
and vertical planes. Because of the
relatively large diameter of the human
head (25 cm), it is possible to extract

reliable localization information based on
differential intensity cues for frequencies
as low as 4-6 kHz [8]. This is an
important limit, because the upper
boun_dfxry of audibility for mammals is
conditioned largely by the availability of
these cues. For a small headed mammal,
sucl} as a mouse, comparable cues are
available only in the human ultrasonic
range, well above 20 kHz. Small headed
mammals tend to be sensitive to far
higher frequencies than their larger-
headed counterparts [9]. Humans and
othe; large-headed mammals need not be
sensitive to the high-frequency portion of
Fhe Spectrum since they can exploit both
Interaural time and intensity cues at the
lower frequencies. in view of the limited
number of neural elements available for
frequc_ncy coding, an increase in
bandwidth sensitivity necessarily reduces
the proportion of tonotopic real estate
focused on the lower portion of the
spectrum. The comparative evidence
Suggests that there is a preference for
;Zcxé;ngfafh mucg of the computational
¢ auditory pathwa h

lower end of the spectru ot
and that sensitivity to thelr:i1 heerd e,
! gh-end of the

frequency range is a drawback except for

a further implication
r On, as well, that there
something  specia] about the tl’,ge‘;f

frequency ortio
discussed bglow. " of the Spectrum, a

Thus, it is no m
» it is ystery wh
ls(c;;mds contain little energy a{);\g:efg
Z. The human ear is relatively
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insensitive to frequencies above this limjt
because of the low-frequency orientation
of the inner ear. But what precisely
accounts for this low-end spectral bias,
and could this account for the
concentration of speech energy in the
speech signal below 2.5 kHz?

One of the common properties of alj
vertebrate hearing systems is the ability of
auditory neurons to temporally encode
low-frequency information. This
encoding is performed through a process
referred to as "phase-locking,” in which
the time of occurrence of a neural
discharge is correlated with the pressure
waveform driving the cell. The limits of
thi§ temporal coding in the auditory
periphery are a result of the modulation of
neurotransmitter released by inner hair
ccll§ and the uptake of these chemicals by
auditory-nerve fibers [10]. Auditory-
nerve fibers phase-lock most effectively
to frequencies up to 800 kH;z
progressively diminishing in their
temporal encoding potential with
Increasing frequency. The upper limit of
robust phase-locking is ca. 2.5 kHz [11],
althgugh a residue of phase-locking
persists up to 4-5 kHz [11].

What is the significance of phase-
locking for encoding speech-relevant
information? It provides a means of
encoding spectral information in a robust,
fault-tolerant fashion that is important for
mgnal‘ transmission in uncertain and
potentially adverse acoustic conditions. In
order to understand how this occurs, itis
helpfu.l 1o first consider another means of
encoding frequency information in the
auditory system.

The discharge rate of a peripheral
auditory neuron is roughly proportional
to ghe energy driving the cell over a
limited range of sound pressure levels.

_Because of the filtering action of the

cochlea, it would be possible to encode
the spectrum of a complex signal entirely
1n terms of the average discharge rate of
Spcclra}ly tuned neurons across 2
tonotopically organized neuronal array if
the dynamic range of these cells was
sufﬁcncntly large. However, the range
over which most auditory neurons
Increase their firing rate is only about 20-
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30 dB [12], far too small to effectively
encode spectrally dynamic features. As a
consequence, this ‘"rate-place”
representation of the acoustic spectrum
becomes progressively blurred at higher
sound pressure levels, despite robust
perceptual decoding [13].

A significant problem with the rate-
place code is its vulnerability to acoustic
interference. Because the magnitude
parameter is based simply on average rate
it is impossible to distinguish neural
activity evoked by a target signal of
interest and extraneous background
noise. There is no effective means of
segregating the two sound sources on the
basis of neural "labeling.” A rate-place
representation is particularly vulnerable to
acoustic interference since its only
measure of spectral identity is the location
of activity in a topographically organized
plane. Any extraneous source which
intrudes into the place of the target signal
could potentially disrupt its
representation.

In contrast, phase-locked responses
do provide a considerable degree of
noise-robustness since the neural
response is effectively labeled by the
driving stimulus. A 500-Hz signal evokes
a temporal distribution of nerve impulses
rather distinct from one centered at 900

Hz, or even 550 Hz. This temporal
information allows the auditory system to
successfully segregate signals derived
from disparate sources. In this fashion
the temporal code provides a measure of
protection against background sounds.

Phase-locking also provides a means
to reduce the background noise as a
consequence of its limited dynamic range.
Frequencies more than 10-15 dB below
the spectral peak driving the cell are
rendered effectively invisible, since they
do not affect the temporal discharge
pattern [14]. This property effectively
acts as both an automatic gain control
[15] that suppresses background noise
and enhances local peaks in the spectrum.
This peak enhancement is combined with
a broadening of the cochlear filters at
moderate to high sound pressure levels to

spread the labeled low-frequency
information over a wide tonotopic range
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of neurons. As a consequence, there are
many neural channels carrying similar
temporal information, and this
redundancy of central nervous system
input provides for a large measure of
reliability in encoding such phase-locked
information. Noise tends to be
concentrated in particular frequency
bands, and therefore its potentially
disruptive effect minimized by virtue of
the important information distributed over
a large number of channels.
Because robust phase-locking only
occurs for frequencies below 2.5 kHz,
there is an advantage in using the lower
portion of the spectrum for encoding
information that needs to be transmitted
over noisy acoustic channels. Thus, there
is a real incentive from an information
reliability perspective to pack as much
information in the lower spectral bands as
possible. Disruption of the representation
can be detected and patched up because it
is possible to associate similarly labeled
activity. Furthermore, the limited
dynamic range of phase-locking makes it
more difficult for noise to disrupt the
encoding of low-frequencies. The signal
to noise ratio must be exceedingly low
before auditory neurons lose the ability to
phase-lock to the foreground signal.
Enhancement of spectral peaks in the
neural activity pattern has the effect of
center clipping in the frequency domain
providing considerable incentive to
concentrate communicationally relevant
information in the low-frequency spectral
peaks, particularly at high sound pressure
levels.

Moderate to High Sound Pressure
Levels

The energy in the speech signal is
distributed as follows.

The voiced speech sounds,
particularly the vowels and glides
typically possess a considerable amount
of energy, in the range of 60-75 dB SPL
at the receiver's ear {4]. And most of
these voiced segments concentrate their
energy below 2.5 kHz [5]. The neural
signature cast by these segments spread
their spectral shadow over much of the
auditory nerve, recruiting high-frequency
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commonly interpreted as a reflection of 5
vocal tract pattern constantly in motiop,
And yet it is possible to produce quasi-.
stca@y—state speech-like segments ina
continuous fashion, such as done in
many forms of vocal music, Byt we don't
typically communicate in chant.
o sSo whalt factors account for the pace
Signaﬁ);,ctra movement in the speech
_ One consideration concerns the
lmpact steady-state spectra have on the
acuvity level of auditory neurons, A
salient property of auditory ncuron; is
adaptanon. Turn on a signal and an
auditory nerve fiber will fire at a very
!ugh rate for5to 15 ms [17], diminishin
Hs activity level steadily over the next 105
TS or so. At higher levels of the auditory
Pathway many cells will fire only at
Signal onset. But thig adaptation is highly
frequency selective [18]. Change the
Spectrum of the signal and formerly
quiescent neurons wij| turn on. In this
&shx(;g dynarpic Spectral properties could
Icvlg:j ’lt%fnamtam a high neural activity
fvel. 1S preference for spectral
ynamics js enhanced at the higher
rsxtlz;t;ons of the auditory pathway, where
chan)éiﬁe“s respond only to spectrally
Signi § stimuli, not to steady state
modAulaSt?cond factor pertains to the
conios ton transfer function of auditory
A thim;::‘u;ons, as discussed below.
informati:) actor pentains to the rate of
audn n tran§m15510n through the
Ory pathway into the centra] cortical
areas, also discussed below.

;. Prevalence of abrupt onsets (e. g
Op consonants, clicks, affricates)
o speclt-rua%: or:isets act in a manner similar
g o y kyna.ml(.: signals in that they
actvi Tl:l'o ‘¢ a high rate of neural
haiy. 1818 a consequence of the fact
any cel!s in the central auditory

. N
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ps or less. Among the more effective
stimuli for simultaneous activation of a
large neural array are transients associated
with stop and affricate consonants, and as
such are relatively more reliably encoded
under adverse conditions.

Temporal Modulation

Characteristics

a. Micro-modulation patterns with
periodicity between 3 and 12 ms.

A significant proportion of speech,
perhaps as much as 80 percent [3], is
produced while the vocal folds are
vibrating. And yet this predominance of
voicing is not necessary for sustained
vocal production, as evidenced by
whispered speech.

The fundamental frequency of adult
human speech ranges from 75 Hz for a
low, adult male to 330 Hz for a high
female voice [5]. Although this range
reflects to a certain degree the length and
mass of the vocal folds, it is possible for
the human voice to go well above this
range, as attested by operatic
performance. What is there about the
normal fg range that makes it special with
respect to the auditory coding of speech?

If we look at the ability of auditory
neurons to encode the waveform
periodicity of spectrally complex signals
such as speech, phase-locking to this
temporal parameter of the speech signal is
most robust among central auditory
neurons in the range 75-300 Hz {20] and
is the region of the most acute modulation
discrimination [21].

The significance of encoding
waveform modulation becomes apparent
when we consider how the auditory
system would track a sound source
through time without some equivalent
form of cohesive force to bind disparate
spectral elements together into a single

sound source. Because speech and other
communication signals are typically
broadband, the system needs to know
that the activity in the low-frequency
channels is related to that evoked in the
higher channels. Common periodicity
provides a cohesive cue that enables the
system to attribute disparate neural
activity to the same source.
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Periodicity tracking in the range of the
human voice is a particularly effective
means of robust encoding of information
[22]. At the level of the auditory nerve,
fibers are capable of firing at sustained
rates up to 250 spikes per second [23].
And at the level of the cochlear nucleus
some cells can fire at rates up to 1000
spikes per second [24]. This phase-
locked response to the modulation cycle
enables each glottal cycle of the speech
waveform to be marked with a burst of
excitation that enables the system to track
the signal across frequency and time.
[25].

b. Macro-modulation patterns on the
time scale of 50 to 250 ms
In addition to the modulation of the
speech waveform imposed by vibration
of the glottis, is a slower amplitude
modulation that is correlated with the
passage of individual segments and
syllables. A normal speaking rate (at least
for English-speaking Americans) is
approximately 4 syllables per second [4].
And, in English, there are approximately
2.5 segments per syllable [3]. Thus, the
average length of a phonetic segment is
ca. 100 ms and that of a syllable, 250 ms.
At the higher stations of the auditory
pathway, principally the auditory cortex,
neurons generally respond at rates
between 5 - 20 Hz (50 - 100 ms) [26].
Each cell in this region acts as an
integrative center, its response reflecting
the activity of hundreds, if not thousands
of cells at more peripheral stations. It
appears likely that the syllable and
segment rate of spoken discourse is at
least partially conditioned by the firing
rates of these cortical neurons. These
cells can phase-lock to the slow
modulations of energy within their
response areas and thereby provide an
accurate representation of both syllabic
and gross spectral contours. The gross
amplitude modulation cues can be used to
temporally bind neural activity driven by
different portions of the spectrum, but
having common onsets and offsets.
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CORTICO-THALAMIC
MECHANISMS

The brain utilizes specific strategies to
integrate auditory information into
linguistically meaningful units. It is rather
unlikely that speech is processed
phoneme by phoneme like so many
"beads on a string."” Rather the acoustic
components of speech appear to segregate
into syllable or mora-length units, which
in turn are integrated into words and

higher level semantic units.

What are the neural bases for this

syllable timing properties of speech?

Many properties of auditory function
appear to be governed by a 200-ms time
constant, including temporal masking,
intensity integration and loudness

summation [6]. It is of interest that a
similar time constant figures prominently
in visual and motor function as well [27).

These observations suggest the
existence of a quantal unit common to the
sensory and motor systems, a unit of time
over which sensory information is
analyzed and correlated with the relevant
motor systems, possibly through the
reticular nuclear complex of the thalamus
and the neo-dentate nucleus of the
cerebellum.

Thus, the syllable may serve as the
temporal unit for integration of auditory
1nfprmalion into higher-leve| linguistic
units.

During speech production the motor
System controlling the voca] apparatus is
almost surely in close communication
Wwith the output of the auditory system
The syllable may thus serve as the
temporal unit for which the auditory and
articulatory components of speech are
synchrqmch, and also serve as well a5
the basic unit for higher leve] integration

1nto semantic units,

]{nformauon encoded in syllable
Ip.ac ets places a temporal constraint on
Inguistic information, It establishes this
time framc. as one in which a minimum
amount of information needs to be fit for
hlgf};r level integration

hese observatio
) ations suggest ¢k
e
:éustcnce of a quantal ynjt common to the
Ovr;s:)r{” ;r}dhmotor Systems, a unit of time
1¢h sensory information
ation is
analyzed angd correlated with the relevant

;
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motor systems, probably through the
reticular nuclear complex of the thalamys,

SUMMARY AND CONCLUSIONS

The human vocal apparatus is likely
to have evolved under conditiong
optimized to produce communicatiop
signals possessing properties that exploit
the auditory system'’s ability to encode
information in a robust, fault-toleran
fashion.

The speech spectrum is biaged
towards the low-frequencies which are
particularly resistant to disruption from
background noise. The sound pressure
level of most speech is sufficiently high
as to insure that low-frequency spectral
information is spread across a wide array
of auditory frequency channels. Glotal
periodicity insures that the system is able
to track speech in noisy, acoustically
adverse conditions, and syllable length
modulation helps the brain bind together
dis_parate spectral entities into meaningful
units.
~ Within  this framework, the
Importance of the auditory system for
speech is that it preconditions the neural
representation for maximum reliability
and rate of information transmission. It
does this by creating a sparse
Tepresentation of the signal, consisting
mainly of changes in spectral peaks and
temporal parameters. The brain therefore
only needs to keep track of novel features
m the waveform, confident that only
these encode important information.

Is this correlation between auditory
propc.rlies and the speech waveform
sufficient to fully account for the acoustic
properties of human language? Probably
not. Although the auditory system
necessarily provides the sort of robust,
efficient form on information
[epresentation required for higher level
hnggxsncs integration, it fails to fully
specify why speech occurs in syllable and
word level units.

Other brain centers, such as the
thalamus and corrica] association areas are
undoubtedly involved in the
transformation of this acoustic

information into 5 complex symbolic
system.
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ABSTRACT

The paper reviews two engineering

techniques, the Perceptual linear
predictive (PLP) analysis and the
RelAtive SpecTrAl (RASTA)

processing, used in automatic speech
recognition  and  describe  their
consistencies with some properties of
human speech perception,

INTRODUCTION

Assuming that speech developed so
that its  linguistically  important
components are heard well, processing of
speech should respect properties of
human hearing. However, a blind copying
of nature without deeper understanding
Sf underlying mechanisms in hopes of
obtaining” a successful engineering
solution has frequently proven to be a
failure',

We believe that engineeringdisciplines
can benefit from selective modelling of
relevant  characteristics of human
information processing”, In this paper we
discuss two techniques, the Perceptual
linear predictive (PLP) analysis, and the

RelAtn(e SpecTrAl (RASTA)
processing, which were designed to
Improve performance of automatic
speech recognizers. Subsequently, these
te_chmquqs were found to be consistent
with specific properties of human speech
perception.  We  discuss (in italics)
relevan; properties of human speech
perception, and before describing the two
we attempt to put both techniques into
hlstprlca! perspective  with  selected
€ngineering systems.

e
. .Axrplanes do not flap wings, and most of
auditory models” do not demonstrate significant

advanta'ge in engineering, and sometimes yield
clearly inferior results,

PERCEPTUAL LINEAR
PREDICTION (PLP)

The PLP analysis technique was
designed to suppress speaker dependent
components in features wused for
automatic speech recognition. Several
basic properties of human hearing (as
noted bellow, each previously used in
engineering) were integrated in a speech
analysis technique called PLP [1].

Root Spectral Compression

Perception of intensity appears to be
consistent with a compressive bpe of
nonlinearity. In particular, perceived
loudness of a steady sound is
approximately proportional to a cube
root of its power [2].

~Lim [3] investigated the use of
different compressive functions in
homomorphic analysis of speech. He
concluded that ~the cube root
compression was optimal with respect to
resulting  speech  quality of re-
synthesised speech.

_Hermansky et al. [4] experimented
with varying compressive functions in
linear predictive analysis and found that
when the short-term power spectrum of
speech is compressed through cube root
function, the analysis is the least affected
by the fine spectral structure of voiced
speech. T}.)e root spectral compression
also helps in modelling spectral envelope
zeros which occur in nasalized and
fricative speech sounds.

Furthermore, root compressed power
Spectrum  (root compression  with
exponents 2-4) appears to be optimal for

2,
] Au"planes do not flap their wings, but their
design is based on thorough understanding and

use of principles of aerodynamics which allow
birds to fly,
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processing which alleviates additive noise
in the acoustic signal (see e.g. [5-7])

Nonlinear spectral resolution

Decreasing  selectivity of human
hearing with frequency is one of the best
documented and least disputedproperties
of human auditory perception.

Bridle and Brown [8] and later
Memmelstein  [9], and Davis and
Mermelstein [10] proposed to use cosine
transform  of logarithmic energies
(cepstrum) from non-uniformly spaced
bandpass filters with  bandwidth
increasing with frequency. Davis and
Mermelstein proposed triangular filters
with a shape which is about constant on
the mel scale. Mel cepstrum is currently
the dominant feature extraction technique
in automatic speech recognition.

Nonuniform  spectral _sensitivity _of
hearing

For typical levels of human speech
communication, hearing is most sensitive
in 2-4 kHz range, therefore emphasising
the second and third formant region.

A typical preemphasis in speech
analysis approximates this property by
6dB/oct high-pass filtering of the signal.

To obtain more stable formant
estimates, Itahashi and Yokoyama [11]
proposed to warp the spectral envelope
of speech (estimated by high-order LPC
analysis) using a mel warping function,
and weight it by an approximation of the
Fletcher-Munson equal loudness curve.
The resulting auditory-like spectrum was
then again approximated by relatively
low (6th order) LPC all-pole model.

Broad spectral _integration_in_speech

perception.

Klatt {12) speculated that for gender
normalization, larger than 1 Bark
spectral resolution would be required.
This notion is supported by perceptual
studies that suggest that human speech
perception could integrate formant peaks
within 3.5 Bark interval [13], and
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therefore could merge several speech
Jormants. Thus, frequency resolution for
perception of speech signals seems to be
considerably broader that the critical-
band concept would suggest

Pols et al. [14] reported that the first
three (six) principal components of a set
of non-uniformly spaced 1/3 octave filter
bank output power explain 82% (97%)
of variance in his data. Later work
Pols [15] also shows that these first
three principal components can be used
successfully in automatic  speech
recognition.

The Technique

Several engineering approximationsto
the properties of human speech
perception are used in PLP analysis of
speech:

1) critical band (Bark) nonlinear
frequency resolution, implemented by
integrating short-term Fourier spectrum
of speech under increasingly wider
trapezoidal curves,

2) asymmetries of auditory filters,
implemented by relatively steep
(25dB/Bark) slope of the trapezoidal
curve towards higher frequencies and
more gradual (10dB/Bark) slope towards
lower ones,

3) unequal sensitivity of human
hearing at different  frequencies,
implemented by a fixed approximation of
Fletcher-Munson equal loudness curve,

4)  intensity-loudness nonlinear
relation, implemented by a cube root
compression, and

5) broader than critical-band
integration, hypothesised in perception
of speech (see e.g. [12]), implemented by
an autoregressive all-pole model.

The optimal order of the PLP all-pole
model was determined experimentally on
cross-speaker speech recognition
experiments in which training data from
one speaker were used to recognise
speech of another speaker. Results are
shown in Fig. 1. The two-peak (5th
order) model was found to be optimal.
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Fig. 1 Dependency of recognition
accuracy in cross-speaker experiment on
the maximum number of spectral peaks
(model order) of PLP model

. The spectrograms in Fig. 2 show that,
in comparison to the conventional
formant based representations, the
broader spectral integration implied by
low-order PLP analysis is capable of
more consistent speech representations
from adult and child speech.

S‘_PECTROGRAMS ADULT MALE

Fig. 2 Spectra of adult and child
. obtaingd by  conventional s;.zeaz;cai;
analysis and by PLP analysis
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The 5th order PLP model was used
successfully in  speaker-independent
recognition of digits [1]. For more
complex tasks with a sufficient amount
of training data, higher model order (7th-
8th) appears to be more efficient.

RELATIVE SPECTRAL (RASTA)
PROCESSING

We will next describe our engineering
approach based on certain temporal
properties of human hearing.

Perceptionof modulated signals

Since early experiments of Riesz [16]
it is known that sensitivity of human
hearing to both the amplitude and the
frequency modulation is highest for
[frequency of modulation atabout 4-6 Hz.
Thus, human hearing in perception of
modulated signals acts as a band-pass
filter.

Drullman et. al [17, 18] support the
band-pass character of human hearing in
speech perception by showing that low-
pass filtering of 1/4 octave-derived
spectral  envelopes of speech at
frequencies higher than 16 Hz or high-
pass filtering it at frequencies lower that
2 th causl;zs lz)zllmost no reduction in
speech intelligibility. They proposed that
that the bulk of linguistic inforlr)nation is
contained in modulation frequencies
between 2 and 16 Hz.

Furui [19] introduced delta features
to enhance dynamic components of
speech signal. To approximate the
derivative of time trajectories of cepstral
coefficients, Furui computed the delta
features using a regression fit to a short
segment of the cepstral trajectories. This
operation is equivalent to band-pass
filtering of the trajectory by an FIR filter
with a relatively shallow (-6db/oct) low
frequency slope. The optimal length of

* the segment for deriving the regressionfit

was about 170 ms, which corresponds to
a FIR bandpass filter with its maximum
at about 4 Hz [20].

‘Rosenberg et al [21] experimented
with cepstral mean subtraction in
speaker ‘recognition system using mean
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computed over short-term window of
variable lengths. They reported the best
results for the window of 165 ms. As
discussed e.g. in Hermansky and
Morgan [20],  the cepstral  mean
subtraction with the 165 ms window
implies high-pass filtering with the filter
cut-off frequency of about 1 Hz.

The Technique

RASTA engineering technique uses
the fact that linear distortions and
additive noise in speech signal show as a
bias in the short-term  spectral
parameters. Since rate of such extra-
linguistic changes is often outside the
typical rate of change of linguistic
components, Hermansky et al [22] and
Hirsh et al. [23] have proposed filtering
of temporal trajectories of speech
parameters which would alleviate the
extra-linguistic spectral components from
the speech  representation. This
technique is known as RASTA speech
processing. A  series of recognition
experiments in which the test data were
linearly distorted by convolution with a
simple first-order high-pass system [20]
was run with different RASTA filters to
determine the optimal filter structure.
Results of experiments are shown in Fig.
3.
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Fig. 3  Dependency of recognition
accuracy in presence of linear distortions
on time constant of integrator of RASTA
filter.
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The optimal filter for recognition of
noisy speech was found to be a bandpass
filter with the pass-band between about
1 Hz and 12 Hz. The time constant of
the integrator in the filter was about 170
ms. RASTA processing enhances
dynamic events is the signal and
suppresses the slowly varying ones, as
illustrated in Fig. 4.

PLP

" R g 7

fal n h/ lel fol
RASTA-PLP

ole sillo

als Ila ult  elu

0 TIME [s] 3.5

Fig. 4 Spectra of five sustained Czech
vowels obtained by PLP and RASTA-PLP
analyses. Note enhanced transitions
resulting from RASTA processing

The RASTA band-pass filtering is
typically done either on logarithmic
spectrum (or cepstrum, which is a
linearly transformed logarithmic
spectrum) or on the spectrum
compressed by In(const+x) nonlinearity.
However, Hermansky et al. {7] reported
that RASTA filtering on  root-
compressed power spectrum (with filters
designed from the training data) is
effective for perceptual enhancement of
noisy telephone speech. Filters in the
frequency range with most speech energy
have a maximum at about 6-8 Hz.

For speech recognition applications,
we most often use RASTA processing in
combination with the above described
PLP technique. In this combination,
RASTA filtering is performed on
outputs from a critical-band analysis, i.e.,
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prior to the cube root compression and
loudness equalisation, and the all-pole
modelling. We note that RASTA-PLP
technique is rapidly gaining recognition in
engineering community, especially in
applications which can tolerate or even
benefit from the enhanced spectral
dynamics, such as the isolated phrase
recognition.  Alternative  recognition
paradigms which could capitalise on the
enhanced spectral dynamics are being
studied for applications of RASTA
processing in recognition of continuous
speech [24].

CONSISTENCIES WITH HUMAN
SPEECH PERCEPTION

Although both PLP and RASTA were
designed on purely engineering grounds
and with a clear engineering objective in
mind, they both turned out to be at least
In certain aspects consistent with human
speech perception.

PLP and effective perceptual second

formant F2'

Fant and Risberg [25] observed that
all Swedish vowels can be simulated by
synthetic stimuli with only two spectral
peaks, providing that  their second
spectral peak F2' is in particular
position, which does not necessarily
coincide with any of the JSormants.
Fant [26] proposes that the effective
second formant F2' might correspond to
a resonance frequency of the uncoupled
Jront cavity of the vocal tract. Hermansky
and _ Broad [30] showed on X-ray
fracings that the front cavity appears to
be less dependend on the age of thetalker
than the rest of the vocal fract They
speculated  that  speech perception
(simulated by the PLP analysis) might be
able to integrate detailed Jormant
Structure and extract the resonance
fr:zz;zsency of the front part of the vocal

* Just as is more or less accepted that the
'fonnant:s are extracted by some form of
mtegn_txon of a fundamenta] frequency peaks.
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The 5th order PLP analysis of 1§
synthetic cardinal vowels yields results
which agree well with Bladon ang
Fant's [27] perceptual experiments: the
second spectral peak approximates wel]
the effective second formant F2' ().
Moreover, the bandwidths of the PLP
model preserve information about spread
of the underlying formant clusters, thus
alleviating a fundamental objection [28,
29] to the F2' concept (see [1] for
evidence and discussion). The two peaks
of the 5th order PLP model start merging
when their distance approaches 3.5 Bark,
thus being consistent with [13]

Hermansky and  Broad [30]
demonstrate a high correlation between
positions of the second spectral peak of
the Sth order PLP model and the
resonance frequency of the uncoupled
front cavity of the simulated vocal tract
of _front and mid vowels, used in
articulatory synthesis of the vowel-like
sounds. Table 1. is a summary of their
results. The first row  contains
correlations of the tract legnth and the
resonance frequency of the uncoupled
front cavity with the second peak of PLP
model, extracted from the synthesized
speech. The second row shows averaged
correlations with the first four formants.
Note that the formant frequencies, which
are strongly dependent on anatomy of
th; particular vocal tract, correlate highly
with the tract length. The weak
correlation of the second peak of the PLP
model with the tract length implies its
relative independence of the talker. Its
strong correlation with the resonance
frequency of the uncoupled front cavity
supports  Fant’s proposal of its
correspondence with the effective second
formant F2’ [26].

Table 1.
Tract | Front cavity
Length | resonance
Second Peak -0.18 0.9
of PLP Model
Formants -0.71 0.22
Averaged)
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Later [31] they also show a high
correlation of the PLP-estimated F2' with
the front cavity resonance estimated
from the x-ray microbeam data.
Additional work is needed to get full
support for their hypothesis.

RASTA and forward masking

If a loud sound is followed closely in
time by weaker sound, the audibility of
the weaker sound is diminished. This
effect, called forward masking, reflects a
significant nonlinearity since,
independently of the masker amplitude,
the effect seems to last for about 200 ms
(see e.g. [32]).

As we noted earlier, the phenomenon
of forward masking reflects aspects of
temporal properties of the auditory
system. Forward masking effect is
typically measured by presenting, on each
trial, a masker (tone or band-passed
noise) for 200 milliseconds or longer.
Human observers are asked to detect a
brief probe presented afier a variable
delay following the offset of the masker.
The masking effect is summarised by the
sound level of the probe, above its
threshold, required for fixed detection
performance.

Typical data from such experiments
exhibit features that implicate non-linear
aspects of the auditory system. For short
delays, the masking effect is determined
by the masker level However, the
masking effect decays rapidly, and
becomes negligible for delays greater
than 200 milliseconds, independent of the
masker level. The decaying dependence
of the masking effect on the logarithmic
delay is well approximated by a set of
straight lines that intersect at a point
corresponding to the delay of
approximately 200 milliseconds. This is
illustrated in Fig. 6 by the shaded triangle
which was derived from extrapolated
mean human data for 1kHz and 30-60
dB SPL maskers (experiment 1 in [34]).

Prior attempts to account for the data
led researchers to models based on
automatic gain control such as proposed
by [32]. In his model, the effect of the
masker was to reduce temporarily the
system gain. Although this model could
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account for the temporal behaviour of
forward masking data, it did not specify
a plausible process for the temporal
dependency of the gain.

A decade later, a scrutiny of the
RASTA engineering model provided two
interesting  insights [33].  First, a
reduction in gain in the AGC model is
equivalent to a subtraction preceded by a
logarithmic  transformation.  Second,
exponential decay in the logarithmic
domain with appropriate choices of time
constant can produce data that closely
approximate linear decay. Both such
operations are implemented in the
RASTA model.

To investigate the potential of
RASTA processing for modeling the
temporal masking effect, we duplicated a
part of experiment 1 from [34]. Critical-
band spectra were computed by PLP
analysis using 1 kHz stimuli. The
critical-band spectra were processed by
our standard RASTA filter [20]. Probe
detection was mediated by a comparison
of a spectral distance measure of RASTA
processed loudness profiles (critical-band
spectra in cube-root power) of a masker
alone and of the masker followed by a
probe. The process is illustrated in
Fig. 5.

M+S
RASTA | L(M+S)
Masker + Probe |ANALYSIS
M ﬁ
| »| RASTA
ANALYSIS| ¢ (M)
Masker

Fig. 5 A model of the experiment for
investigation of temporal properties of
RASTA processing.

Results, shown in Fig.6, are
qualitatively consistent with conclusions
from  human forward masking
experiments [34] which implications are
indicated in the figure by the shaded
triangle overlaid over our data. To obtain
the fit, we allowed for a linear



Vol. 3 Page 48 Session.

optimization of the distance measure, i.e.
the actual Euclidean distance between
loudness profiles was multiplied by a
constant. (0.12) and another small
constant (0.9) was added to the result.
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Fig. 6. Spectral distances betweena tonal
masker and the masker with a probe.
gfr parzlzmeg:; is the level of the masker.
apolated human performance [34] i
shown by shaded area. 7/ B4 s

CONCLUSIONS

We have reviewed two successful
engineering approaches, designed to
alleviate sensitivity of speech processing
to extra-linguistic factors and used
widely in speech engineering. We noted
the similarity in their behaviour to that of
the human auditory system. Some of
these consistencies ~were obtained
because of an explicit motivation to
model the human auditory system, but
others were strictly the results of
engineering optimisations.

We have also noted that analysi
engineering systems may lead tz 1?1;;5
insights into the processes underlying
human auditory perception. There are
instances where engineering technique
even though designed only as a practicai
solution to a particular engineerin
problem, turned out to be a good modelg
of human auditory perception.
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A COMPUTATIONAL APPROACH TO
RECOGNITION OF SPEECH FEATURES
USING MODELS OF AUDITORY SIGNAL PROCESSING

Thomas Holton
School of Engineering, San Francisco State University, San Francisco, CA 94132 USA

ABSTRACT
We present a computational approach
to the detection of important speech
features, such as formants and pitch, based
on a model of auditory signal processing.
Algorithms have been designed to be
computationally simple, physiologically
reasonable and to emulate human
psychophysical performance.

INTRODUCTION

Most current approaches to computer
speech recognition are based on a
spectrographic  approach to  feature
extraction[1]. In this approach, the energy
of speech is measured as a function of
frequency, and parameters derived from
the resulting spectrum are compared to a
template  or  rule. Spectrographic
techniques include computation of FFT: S,
extraction of LPC and cepstral coefficients
and processing by filter banks. :

Spectrographic approaches suffer from
well-known problems, Because
spectrograms are sensitive to anything that
changes the relative magnitude of in-band
energies, their performance s often
severely degraded in situations of practical
Interest; for example, in conditions of
reduced spectral bandwidth (over the
phone) or in the presence of background or
line noise.

In our approach, we have sought to
understand the fundamental strategy used
b.y the auditory system to process speech
sxgr}als and apply this understanding to the
design  of improved algorithms  for
detection of speech features. We have:

. * developed a comprehensive model of
signal processing by the peripheral and
early central auditory system,

* studied the response of this model to

speech and other stimuli, and

* distilled what we believe ap
important signal processing techniques of
the auditory system into practical
algorithms  for feature extraction thy
provide noise-immune, speech-specific
detection of formants and pitch pulses in
sonorant parts of speech.

RESULTS
A model of auditory signal processing
The model of auditory  signal
processing[2] includes  components
describing the external and middle ear, a
detailed three-dimensional hydro-
mechanical model of the cochlea, a
biophysical mode!l of mechano-electric
transduction by the cochlear hair cells, a
description of the time-dependent synaptic
chemistry of hair cells and auditory-nerve
fibers including models of the hair cell’s
calcium channel and synapse and a ‘micro-
neural-net’ description of signal processing
in the cochlear nucleus. A comparison of
the predictions of this model with
experimental  physiological  data  in
response to both simple stimuli (i.e. tones)
and complex stimuli (i.e. speech) suggests
that the model adequately  describes
essential features of auditory signal
processing.

The response of the model to /a/

Figure 1 shows the response of the
auditory model to a voiced utterance, /4/,
spoken by a male speaker. The model
fesponse to this utterance comprises two
distinct spatio-temporal patterns occurring
in alternation. We term these patterns the
impulsive epoch and the synchronous
epoch. The impulsive epoch occurs in
response to the glottal pulse. In this epoch,
most fibers respond at a rate that
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Figure 1. A. The response of 120 model fibers with characteristic frequencies (CFs)
spanning the range from 250 Hz (bottom trace) to 3.4 kHz (top trace). Each waveform
represents the probability density function of neural discharge for an auditory nerve fiber
innervating one location along the cochlea which is maximally sensitive to a particular CF.
The responses of fibers have been time aligned to remove the delay that results from the
transit time of sound along the basilar membrane and the delay of neural response. The
impulsive (I), and synchronous (S) epochs are marked. B. The times at which the nerve
fiber ensemble in A is most likely to fire. This plot results from processing the waveforms of
A with a threshold-crossing algorithm that places a tick mark at the times at which‘eqch
fiber is most likely to fire. The plot gives a stylized description of the pattern of timing
information that this ensemble of fibers delivers 1o the brain in response to /a/.

corresponds  with  their best or
characteristic frequency (CF), giving the
pattern of response of the ensemble of
fibers a splayed appearance. In the
synchronous epoch which follows, several
groups of fibers respond distinctly at a rate
that corresponds to the frequency of a
proximal formant. We poetically term each
group of fibers entrained to one formant an
““island of synchrony’’. There appear to be
at least three sharply delineated islands of
synchrony: fibers with CFs between
approximately 500 and 800 Hz are
synchronized to F1; fibers with CFs
between 1000 and 1400 Hz are
synchronized to F2; fibers with CFs above
2000 Hz are synchronized to F3.

The alternation of an impulse-like

pattern with a synchronous pattern is
highly characteristic of the response to
voiced speech. These observations suggest
that the altemately impulsive and
synchronous nature of the model’s
response could be used to locate and track
linguistically interesting quantities such as
the times of occurrence of pitch pulses and
the frequencies of the formants. Qur
approach has been to build separate
physiologically motivated ‘‘detectors’” for
the impulse-like first epoch and the
synchronous second epoch and then use
these detectors to identify formants and
pitch pulses.

The response of the auditory model to
an impulse
Figure 2 shows the response of the
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Figure 2. A. The response of the audito ]

. ry model to an impulse. B. The result o i
the waveforms in A through a threshold-crossing algorithm that puts a tick {nlz:)kc Z-\;Slli;ﬁ
times each fiber is most likely to fire.

?ud'itory model to an impulse. Examined
individually, every fiber tends to respond
at a rate equivalent to its own CF. An
engineering  approach to designing a
detector of this impulsive epoch might be
to assert that an impulse is detected if, at
any moment, enough fibers respond at a
rate 'equivalent to their own CF.
Algonlhmigally, one might implement this
b.y computing an interval histogram of the
time between firings for each fiber, taking
the inverse to get a distribution of firing
rate and extracting the dominant frequency
component by a transform method(5]
However, there is no evidence that thc
brain has any processes analogous to those
of fomyng or inverting histograms, or
performing transforms to extract frequéncy

impulse, fibers of lower CF respond before
those of higher CF; after the peak of the
impulse, fibers of lower CF respond after
those of higher CF. In order to detect this
pattern, we propose an array of cells, each
of which correlates the response from a
small number of adjacent channels and
produces an output when this sequential,
tonots)pically organized pattern of firing is
seen in the input for a period of time. The
signal .pmcessing operations involved here
are simple, physiologically reasonable
time-correlation pattern detections; this
approach does not require the computation
of non-physical quantities like histograms
and transforms.

While it is possible to build a detector
components, tlt\lat lfmds impulsive features in the

. ) ) stimulus using the j i

et sy ST T
2 ! 4 idea: Co i ity:
pml:lrlg; ::ar:l;b:{s o\t;v simultaneously active gencmtin)g wavgoﬁnﬁg suﬁ%leﬂ?otge
interesting about b ot that what is in Figure 1 requires the solution of 8
indivitns S S picture is not an  system of nonlinear, ti i
il fers esponse, but the pattem  differential equations that t;;:m;ywﬁ
Specifically, the mh]e;es"llﬁe o cochlear-mochanical, hair-cell and neury
impulse is ¢ rized by ap?‘{;ﬁa;zd an t?:sneponents‘ of the model. The solution of
pattern of firing: before the peak of the intensie\gl;an(;!;s “Tle“”ﬁ);dwmgmy
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Figure 3. A. The spatial derivative of the phase of basilar-membrane velocity as a function

of time in response to an impulse. The ordi

basilar membrane with CFs logarithmically

inate corresponds to the 120 locations along the
distributed between 250 Hz (bottom) and 3.4

kHz (top). Negative phase-velocity is plotted dark and positive phase velocity is light.
Before the peak of the impulse the phase velocity is uniformly negative, and becomes
uniformly positive after the peak of the impulse. B. The response of 119 local impulse
detectors to an impulse. Each local impulse detector continuously examines the spatial
phase velocity computed from the response of a pair of adjacent channels. An impulse is
said to be detected when the spatial phase velocity becomes greater than zero after

increasing monotonically for a pe

riod of at least one millisecond. This event corresponds

to detecting the splayed pattern of nerve-fiber firings seen in Figure 2.

because model neural firings occur at
discrete times, the estimate of the time of
occurrence of the impulse has considerable
temporal uncertainty or granularity.

To solve these problems we have used
an important result derived from the study
of the response of the cochlear model:
patterns of neural firings correlate with
patterns of basilar membrane motion;
specifically, ~ information about the
sequential or simultaneous firings of
groups of adjacent fibers reflects simple
patterns  in the spatial and temporal
derivatives of the instantaneous phase of
the basilar membrane’s motion.

The local impulse detector

Figure 3A shows a plot of the spatial
derivative of the phase of basilar-
membrane velocity as a function of time in
response to an impulse. Atall points on the
model cochlea, the spatial phase velocity is

initially less than zero and increases
monotonically over a period of time. This
pattern of phase velocity is easy to detect.
Figure 3B shows the response of an array
of local impulse detectors. Each detector
produces a response upon detecting the
negative-to-positive  patterm of spatial
phase velocity.

Figure 4 shows the response of an array
of local impulse detectors to /a/. Each
mark on the plot is derived by examining
local spatial and temporal pattemns of phase
velocity over a small window of time
(about 1.5 msec) and a small range of
frequency  (two adjacent  channels,
corresponding to about 0.3 critical bands).
The wavy lines correspond to the times of
occurrence of the pitch pulses.

The local formant detector
It is possible to use the same auditory
model concepts to make phase-based local

.
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Figure 4. A. The response of the 119 local impulse detectors to /a/. B. The response of the
impulse detectors to /a/ in the presence of white noise with S/N = 8 dB.

synchrony detectors which find the
“islands of synchrony” discussed earlier.
Specifically, it can be shown that the
islands of synchrony correspond to spatio-
temporal regions in which the spatial
phase velocity of basilar-membrane
motion is constant.

Voiced speech comprises impulsive
epochs and synchronous epochs occurring
in alternation. We have built a candidate
formant detector that detects this pattern
based on the detectors for the impulsive
and synchronous epochs described above.
The formant detector is an array of cells,
each of which responds to an impulsive
epoch in a given channel followed by a
synchronous epoch.

Figure 5 shows the output of the local
formant detector to /a/. Three formants (F1,
F2, and F3) plus a bit of Fa are clearly
{epnsented. The representation of
information in this plot is quite sparse;
there is only information at frequencies
comresponding to the formants and little
;lsewhere. None of the operations
mvolv.ed in generating this representation
are either computationally complex or
non-physiological, and none of the
operations uses any of the conventional

spectral techniques.

In natural speech, the frequencies of
formants are not static, but change rapidly
as a function of time depending on the
consonantal context in which the vowel is
embedded. Because all the stages of
detection that generate this representation
act on patterns which are temporally
localized, the speech signal need not be
periodic or quasi-periodic to determine the
times of occurrence and frequencies of the
formants. In this approach, formants are
detected on a pitch-pulse-by-pitch-pulse
basis with simultaneously high time and
frequency resolution.

Human speech intelligibility, at least of
vowels, is not very sensitive to additive
background noise. Whereas spectrographic
representations of speech are inherently
sensitive to noise, the response of the local
formant detector is relatively insensitive.
Also, unlike spectrographic measures, it
can be shown that the response of the
formant detector is insensitive to pur
tones and other non-speechlike stimuli.

A model of pitch
We have developed a theory for te
detection and identification of pitch and
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Figure 5. A. The output of an array of local formant detectors to /a/. B. The output of the
formant detector to /a/ in the presence of additive noise, S/N=+84B.

voicing based on the physiological model
of auditory signal processing coupled with
the idea of detecting spatially and
temporally local patterns of response phase
from a number of parallel channels[3].

Figure 6 shows the architecture of a
physiologically motivated pitch detector.
For each point on the cochlea, we
postulate the existence of an array of local
pitch detector cells. Each cell in the array
detects in the time domain a diffcrent fixed
time periodicity in the output of the
underlying local impulse detector cell.
These pitch-detector cells could be
implemented physiologically by a series of
neural delay correlators, as originally
proposed by Licklider[4]. For each point
on the cochlea, cells in the pitch detector
array respond when a pair of impulses is
received in the same channel with a given
fixed time delay. Cells in the current
model are selective for time delays
spanning the range of 1 to 15 msec with a
resolution of .25 msec. The sum of the
response of local pitch detectors serving
the whole cochlea gives a global measure
of the periodicity of the entire ensemble of
channels, which we term the global pitch
detector.

Using this pitch detector method, it is
possible to track rapidly varying pitch of
natural speech. Figure 7 shows the output
of the global pitch detector, a
representation of the instantaneous average
pitch frequency as a function of time, for
an utterance that has relatively constant
formant structure but rapidly varying pitch.
The response of this pitch detector can be
shown to be robust in noise. While the
pitch detector is particularly sensitive to
impulsive stimuli, such as voiced speech, it
is highly insensitive to pure tones and
other non-speech-like input. The pitch
detector also reproduces effects seen in the
psychophysics of pitch perception, such as
the recovery of the missing fundamental of
resolved and unresolved harmonics.

The auditory-model pitch detector is
computationally straightforward ~ and
phystologically plausible.  Calculations
correspond to the correlation of simple
neural events. No continuous-time
autocorrelation  functions are explicitly
computed, nor does the input stimulus
need to be periodic for pitch to be detected
and tracked.
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Figure 6. Architecture of the pitch detector

CONCLUSION

W(? have designed algorithms for the
detection of important speech features
bafi?d on an understanding of how the
auditory  system  processes  speech.
Algo'nthnTs are computationally sﬁc,
physiologically reasonable and demon-

strate performance that emulates that of
humans,

Comparison  with spectrographic
approaches to feature extraction

Alrr_xqst all current approaches to speech
recognition are based on a spectrographic
appro_ach to feature extraction. These
techniques include filter bank, fast Fourier
tmnsform (FFT), cepstral, power spectral
density (PSD) and linear predictive coding
(LPC) analysis. These spectrographic
approaches are sensitive to anything that
changes the magnitude of the input in a
freqqency band, for example by spectral
shaping the input signal. Spectral

approaches are sensitive to the frame size
of analysis; a larger frame size may be
used to average over pitch periods at the
cost of coarser temporal and spectral
tesoh_ltion. Spectrographic approaches are
also inherently noise sensitive, since they
measure the energy in a frequency band,
regardless of the source of that energy.
Th(_: auditory-model  approach to
detecting speech features differs in key
respects from spectrographic - methods.
This approach, based on building detectors
of spatially and temporally local pattems
of response phase from a number of
parallel channels, can be characterized as
local  time-domain  phase-correlation
approach, in contrast with conventional
spectrographic techniques, which can be
characterized as examples of a global
frequency-domain  energy  approach.
Audnc?ry-model algorithms for feature
detecpon show noise insensitivity and
amplitude independence, as well as
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Figure 7. The response of the global pitch
detector (lower plot) to an utterance o/
spoken with rapidly increasing and then
decreasing pitch (upper trace). The pitch
plot shows bands at the fundamental pitch
frequency, Fo, and at the first sub-
harmonic, Fo/2.

selectivity for speech-like sounds. There
are no inherent periodicity requirements
for the stimulus, nor need the data be
“framed”’ into arbitrary time segments as,
for example, it must be prior to performing
spectral analysis by Fourier transform or
LPC coefficient extraction.

Comparison with other auditory model
approaches

Several studies have used concepts of
auditory physiology to motivate the design
of algorithms for speech recognition.
These approaches included the ensemble-
interval histogram (EIH) method  of
Ghitza[5], the generalized synchrony
detector (GSD) approach of Seneff[6] and
the correlogram approach of Lyon[7}. All
these methods are based on determination
of the times of neural firings of a number
of channels of a nonlinear auditory model.
The response of each model fiber is then
analyzed individually, for example by
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computing a period histogram of a fiber’s
response and then performing spectral or
autocorrelation  analysis of response.
Global operations are then performed on
the summed data from a number of
individual channels to detect important
features such formants. In addition to the
drawbacks of temporal granularity and
computational  intractability discussed
previously, the operations of accumulating
histograms and  performing spectral
analysis are not likely to be physiological.
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ABSTRACT

Acoustic signals are characterized by
their timbre, pitch, loudness, forms of
modulation, and onset/offset instants.
These descriptions of sound quality have a
close relationship to the instantaneous
spectral properties of the sound waves.
The auditory system has developed elegant
mechanisms to extract and represent this
spectro-temporal information through
noise-robust perceptual features. At the
level of the auditory cortex, these
processes are manifested by an elaborate
multidimensional representation of the
shape of the dynamic acoustic spectrum.
Specifically, at each frequency, the local
shape of the spectrum is decomposed in
terms of its bandwidth and asymmetry.
Such a representation turns out roughly to
correspond to a locql cepstral-like

| representation of the spectrum, or more

accurately. a wavelet transform of the
acoustic spectral profile. Mathematical
descriptions of this representation have
become feasible and functionally relevant,
and can be fruitfully used to derive the
principles underlying time-frequency
analysis in the auditory system, In turn,
these principles can be applied in various
contexts invo]ving detection, analysis,
synthesis, and recognition of sound.

INTRODUCTION

The spectral profile ang its evolution in
time play a key role in the perception of
timbre of broad band sounds such as
speech and music (1. It is therefore
important to understand how and which
features of a spectral profile are extracted
and encoded by the central auditory
System. In this paper, we review first the
fundamental Tesponse properties of
neurons in the primary auditory cortex
(Al), the last Processing stage along the
primary auditory pathway. Next, we
discuss the implications of these findings
to the representation of stationary and
dynamic speech spectra such as those of a

sustained vowel and the transitions in aCv
syllable. Specifically, we shall demonstrate
that the shape of the acoustic spectrum is
represented along at least three different
axes: the usual frequency axis, a local
bandwidth (or scale) axis, and a local
asymmetry axis. For dynamic spectra, the
latter two axes additionally represent the
speed and direction of formant transitions.

Al is strictly tonotopicaily organized
because of the topographic order of neural
projections from the cochlea through
several stages of processing (Fig.I).
Thus, when tested with single tones, Al
neurons are selective to a range of
frequencies around a best frequency (BF)
[2]. Within this range, responses change
from excitatory to inhibitory in a pattern
that varies from one cell to another in its
width and asymmetry around the BF
(Fig.2); This response pattern is usually
called the response areu or field (RF) of
the neuron [3]. When a broad band
spectrum is used as a stimulus, the cell's
response can be thought of as the net effect
of all excitatory and inhibitory influences
induced by the spectral region within its
RF. However, despite the diversity of
RF shapes and the complexity of their
responscs, two simple  organizational
principles underlie the way in which Al
responses encode the shape of the acoustic
spectrum. These are linearity  and
selectivity of Al responses.

LINEARITY OF Al RESPONSES
To first order, Al responses to broad
band spectra are linear in the sense that
they satisfy the superposition  principle
[4]. Thisis illustrated in Fig.3 as follows:
Given the response patterns RA and Rp
evoked along the tonotopic axis by each of
the stimulus spectra S4 and Sg, then the
fesponse pattern due to the sum of the two
spectral profiles, S 4 + 5B, is, to within a
gain factor, the sum of the responses, i.e.,
RA + Rp. This rather surprising finding is
demonstrated experimentally in Fig.4,
where single unit responses to different
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sinuseidal spectral profiles (also call_ed
ripples) are combined and compared with
responses to superimposed ripple spectra.
For instance. Fig.4A displays the re-
sponses to four spectra with different
ripple densities (0.4. 0.8, 1.2, and 1.6
cycles/octave). In each case. the dushed re-
sponse curve is constructed from the spike
counts of the cell as the spectral profile is
shifted to the left relative to the BF. As is
evident. the responses track the sinusoidal
shape of the input spectrum; They are
largest when the ripple rate is 0.8
cycle/octave, and weakest at 1.6
cycles/octave. The solid curves are the
best mean-square fits to the data.

When a complex spectrum is formed by
the superposition of two ripples (Fig.4B),
e.g., 0.4+0.8 cycles/octave (top) or
0.8+1.6 cycles/octave (bottom), linearity
predicts that the response curves should
resemble the superposition of the re-
sponses to the individual ripple spectra.
This is confirmed by the similarity of the
measured (dushed) and predicted (solid))
response curves in both cases. These
results have been confirmed in a large
number of tests involving spectral profiles
composed of up to [0 superimposed
spectra {5.6].

Linearity js a powerful simplifying
principle that allows ope to predict the
responses to any arbitrary spectral profile.
Specifically, if the responses to the basic
set of rippled spectra are known, then it is
possible to superimpose them uniquely to
generate the responses to any arbitrary
profile (this is the so-called  Fourier
decomposition) [4].  Therefore in the
remainder of this paper, we shall examipe
1n more detail the response properties of Al
cells to various spectral ripple parameters.

SELECTIVITY OF A RESPONSES

Al units are generally selective in that
they respond only within a limited range of
values of a given stimulys parameter. For
lnstance, units are usually tuned along the
tonotopic axis, j.e., they are drivep by a
relatively narrow range of frequencies
around a BF a3 described earlier (Fig.2).
Al responses are also selective to the
Parameters of , ripple Spectrum,
specifically the ripple frequency (or

fiensity, Q) and ripple phase (®). For
Instance, in Fig.4A, the upit responds best
around the ripple frequency 03

Session. 41.4

ICPhS 95 Stockholm

cycles/octave. Furthermore, the responses
vary with the phase of the ripple, being
excited in one-half cycle while suppressed
in the other. This ripple selectivity can bhe
efficiently displayed by a transfer function
TiQ) (Fig.5), where the amplitude angd
phase of the responses to different ripples
are plotted as a function of ripple
frequency. A complementary view of this
information is contained in the unit RF
which is (conceptually) formed by sum-
ming up the responses to the different
ripples, or more accurately by inverse

Fouwrier transforming T(Q) [4].
Selectivity of an Al unit around a

characteristic ripple frequency (Qo) js
intuitively inversely related to the width of
its RF, or roughly to the bandwidth of the
unit's frequency tuning curve [5). Thys,
the higher Qo is, the more narrowly tuned
the RF is. This suggests that a unit re-
sponds best (or is selective) to spectral
patterns with a local bandwidth (or scale)
that is comparable to that of jts RF.
Similarly, selectivity to a particular

ripple phase (characteristic phase, &g) is
directly reflected in the asymmetry of the

RF. For a unit with Do near zero, the
RF exhibits a central excitatory region
around the BF, flanked by symmetric
inhibitory areas. If the @, is positive
(negative), the inhibition becomes
asymmetrically strong below (above) the
BF [3,5,7]. In this manner, an Al unit is
selective to the local slope or asymmetry of
the input spectral profile around the BF.
Al REPRESENTATION OF A
VOWEL SPECTRUM

The combined selectivity of an Al unit
to the asymmetry and scale around a local
spectral region (BF) of the input profile
means that it can encode explicitly the local
shape of the spectrum. For example, tne
asymmetry of the RF in Fig.5is directly
responsible for the unit's selective
responses (Fig.6) to the 224 formant of the
vowel spectrum /aa/, and not to the I
formant. By having RFs with a range of
BFs, bandwidths, and asymmetries, the Al
an represent the shape of the entire input
Spectrum along three different axes. Such
a representation is demonstrated in Fig.7
forthe soectral orofile of the vowel /aa/
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[7]. It is evident that the shape of the
profile is dominated by the spectral peaks,
i.e., the overall formant structure and the
underlying harmonicity in the low
frequency region (usually <l kHz). These
features are explicitly analyzed in the
cortical representation in terms of their
local asymmetry and bandwidth.

For example, the fine structure of the
spectral harmonics is visible at the higher
scales (usually > 1.5-2 cycles/octave). In
contrast, the formants are relatively broad
in bandwidth and thus are represented by

the activity of units tuned to lower Qo (< 2
cycles/octave). Sometimes, closely spaced
formants are represented simultaneously at
multiple scales as in the region of the 3rd
formant (around 2.5 kHz), which is repre-

sented by activity near Qo = 0.5 and 2

cycles/octave. The higher Qo corresponds
to the 37 formant peak (approximately

0.25 octave in width). The lower Qo
captures the broad and skewed distribution
of energy due to the combined 3fd and 4th
formant peaks. A similar “>double-scale”
representation occurs near 600-700 Hz,
where the fine harmonic structure is
represented at the higher scales, while the
format structure (evident in the envelope of
the harmonic peaks) is captured at lower

Qo.

The local asymmetry of the pattern in
this representation is encoded by the
direction of the arrow of the response. It
provides a description of the local energy
distribution in the spectrum. For example,
the tonotopic locations at which the
spectrum is locally symmetric (and hence
represented by the up-arrows) closely
reflect the positions of the peaks in the
auditory spectrum; The left and right-
arrows indicate whether the nearest
spectral peak is at a higher or lower
frequency. For instance, the spectral peak
of vowel /aa/ at 3.25 kHz is not resolved at
the broad scale, i.e., there is no up-arrow
at Qo =1 at this frequency. Instead, it is
regarded as a trough (down-arrows)
because it is flanked by two stronger
peaks. However, the peak and its sur-
rounding narrow valleys are resolved at a
higher scale corresponding to twice the Qo
(around 2 cycles/octave).
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Al RESPONSES TO DYNAMIC
SPECTRA

Remarkably, Al units exhibit the same
response properties of linearity and
selectivity to dynamic spectral profiles.
Thus, responses evoked by any combi-
nation of dynamic inputs can be roughly
predicted from a linear sum of responses to
the individual inputs. This is demonstrated

in Fig.8 using a rippled spectrum (Q2 = 0.8
cycles/octave) that moves to the left along
the tonotopic axis with different angular

velocities w (4-24 cycles/sec). As is
evident in Figs.8A and B, these stimuli
evoke in this unit well synchronized
responses to all ripple velocities.

Combining ripples with different o and Q
(Fig.8C) produce responses that are
predictable by superposition of responses
to the individual moving ripples. Again,
the significance of linearity and of the basic
set of moving ripple stimuli is seen
through the Fourier decomposition
theorem which allows us to generate and
predict the responses to arbitrarily
complex dynamic spectra, such as those
of speech CV-syllables.

As with stationary ripples, responses to
moving ripples are selective in that a given
unit responds over a restricted range of ve-

locities around a characteristic rate, wo
[8,9]- Furthermore, there does not seem

to be a relationship between o and Qo
in a given unit, i.e., in a large population
of Al units in the ferret, all combinations
approximately within Qo < 2 cycles/octave

and 0o < 20 cycles/sec may occur. It is
likely that these ranges vary significantly
across species reflecting their acoustic
environment.

One possible implication of the

selectivity to w is the ability to encode the
rute of spectral transitions. In addition, Al
units are readily selective to the direction of
a spectral transition by virtue of their RF
asymmetries [7]. Combining those two
features, together with those of bandwidth
and BF creates a multidimensional cortical
representation which explicitly extracts and
maps out a variety of stationary and
dynamic measures of the shape of the
acoustic spectrum {7].
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REPRESENTATION OF PITCH

So far, we have focused exclusively on
the representation of spectral profiles.
Another important percept that can be
integrated in this representation in various
ways is that of pitch. Itis well established
that the resolved harmonics of voiced
sounds (such as those of the vowel /aa/ in
Fig.7) contribute significantly to the
perception of pitch [1]. Onthe logarithmic
frequency tonotopic axis of the auditory
system, resolved harmonics fit within a
typical pattern which, except for a shift
along this axis, remains unchanged
regardless of pitch value. The harmonics
in turn create a similarly stable cortical
activation pattern at the higher scales from
which pitch values and strength can be
determined {7]. Other temporal
mechanisms for the encoding of pitch can
also be theoretically integrated in the
cortical representation if the appropriate

ranges of w temporal selectivities are used,
e.g.. in the manner already suggested by
{10] at lower auditory centers.

DISCUSSION

The auditory cortical representation of
the acoustic spectrum is evidently quite
redundant in that it expands the profile
along several additional axes (e.g., ripple
scale and phase, and temporal rate). This
redundancy potentially serves many
important ~functions. One is making
explicit the spectral features responsible for
the recognition of different phonemes, the
evaluation of pitch, the perception of voice
quality, and other auditory perceptual
tasks. Another function is endowing the
spectral representation with added stability
and noise-robustness |7].

Another interesting area of speculation
concerns the question of how the cortical
representation can be gracefully mapped
unto vocal tract parameters or models.
This is an important issue both from a
biological and an applications points of
view since vocal tract models are heavily
utilized in systems for data compression,
vocoders, synthesizers, and speech
recognizes.
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CONSTRAINT-BASED APPROACHES TO PHONOLOGY

G. N. Clements, CNRS, UA 1027, Paris

ABSTRACT

Current research in phonology has
placed increasing emphasis on the
importance of constraints and their
interactions in phonological systems,
while decreasing or eliminating the role
of generative rewrite rules. The present
paper offers a brief review of constraint-
based approaches to phonology,
considering some of their advantages
over traditional models.

1. THE EMERGENCE OF
CONSTRAINTS IN RECENT
PHONOLOGICAL THEORY

One of the fundamental hypotheses of
generative phonology since its inception
in the early 1960s has been that the
phonological component of a grammar
consists of a set of rewrite rules that apply
in sequential order to generate surface
forms from underlying representations.
One of its main insights has been that
regular alternations in the phonological
shape of morphemes could be captured
by assigning each such morpheme a
single underlying representation, and
generating its alternants by rules which
often prove to be of considerable gen-
erality. A strong constraint on rules is
that they cannot access any information
other than that present in the input string.
Thus, in particular, they are “blind” to
the effects they produce in their indi-
vidual and collective output.

While this view of the organization of
a phonological system is the one that
continues to be presented in textbooks, it
has been undermined in recent years by
the increasing role played by constraints
as a central feature of phonological ex-
planation. By “constraint” I mean any
statement, universal or language-particu-
lar, which has the effect of defining the
set of lawful phonological representations
without directly specifying a change in
structure. In various guises—structure
conditions, phonotactics, filters, well-
formedness conditions, etc.—constraints
began to appear in the literature on a
sporadic basis in the 1970s, at the
margins of otherwise quite orthodox
analyses. Toward the beginning of the
1980s, however, some researchers began

to believe that constraints play a more
central explanatory role in phonology
than had previously been thought. Since
that time, the notion of constraint has
gathered considerable momentum, and
today seems in a position to replace the
notion of rewrite rule altogether.

This evolution in thinking has had a
variety of causes. For one thing, a similar
evolution had taken place in syntactic
theory, where transformational rules have
come to be largely eliminated in favor of
a variety of types of constraints on
representations; the successful elimination
of derivational, rule-based approaches in
syntax has no doubt inspired linguists to
explore similar approaches to phonology.

However, there are other reasons for
the emergence of constraints, having to
do with the particular nature of phono-
logical data. For one, many linguists
have observed that phonological rules do
not apply in a perfectly arbitrary fashion,
but tend to favor certain types of outputs.
For example, rules of epcnthesis and
deletion may apply in such a way as to
produce open syllables, or clusters no
longer than two consonants, depending
on the language {1]. In tone languages,
rules tend to assign tones to toneless
syllables, and to disprefer contour tones
[2]. The rules of stress systems apply in
such a way as to create preferred types of
stress patterns, avoiding adjacent stresses
and favoring alternating stress, and
placing main stresses at the extremities of
words [3]. Segmental rule systems tend
to avoid or eliminate adjacent identical
segments [4]. The apparently goal-
oriented character of such subsystems
cannot be readily reconciled with the
output-blind nature of rewrite rules. A
further observation, which stimulated
much discussion in the 1970s but no
widely-agreed upon solutions [5], was
that the effect of phonological rules is
often replicated by constraints holding
over phoneme sequences within mor-
phemes. For example, languages which
assimilate obstruents to the voicing of &
following obstruent across a morpheme
boundary usually require all members of
an obstruent cluster to agree in voicing
within a morpheme. This duplication of
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the effects of morpheme structure
conditions and rewrite rules is purely
accidental in the standard SPE
framework.

However, perhaps the single most
important factor leading to the emer-
gence of constraints has been the
development of nonlinear phonology in
its various forms—autosegmental, metri-
cal, syllabic, prosodic, and so forth. What
these frameworks have in common is the
complexity of their representational
systems compared to the simple, linear
representations of standard generative
phonology.  Given sufficiently rich
representations, many properties of
surface representations that had formerly
been accounted for as the effect of
ordered rules can be shown to follow
from purely structural features of
representations.  To take a simple
example, the recognition of the syllable
as a phonological unit allows a significant
reduction in the amount of rules needed
to account for alternations that are (from
our current standpoint) best viewed as
syllable-conditioned [6]. Perhaps most
significantly, the increasing richness of
representational systems imposes a new
need for severely constraining the ways
the various parts of a representation can
fit together. In autosegmental pho-
nology, for example, it has proven
desirable to eliminate certain types of
cross-tier association patterns (notably,
those in which assocation lines cross) in
terms of a universal Well-formedness
Condition, which functions both to
eliminate ill-formed underlying represen-
tations and to “police” the operation of
rules so that violations are not produced
in rule outputs {2, 7}). In metrical
phonology, it has been found that stress
systems obey rather strict constraints that
do not follow directly from properties of
metrical representations themselves, and
much work has been directed toward the
goal of constraining the theory by
proposing a small number of represen-
tational parameters along which only a
reduced number of choices are available
(8, 9). In syllable theory, an important
set of constraints on syllable types can be
stated in terms of the Sonority Sequen-
cing Generalization, originally proposed
in the 19th century and rediscovered in
the context of the recent renaissance of
syllable theory (see [10] for a review).
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Alongside general system constraints of
these types, phonologists have recognized
more parochial constraints, specific to
certain languages, that further restrict the
variety of representational structures
available to a language.

The notion of constraint is not unique
to current linguistic frameworks. In pre-
generative theory, constraints often
played an important role in phonological
description in the guise of “laws of
euphony”, “phonotactics”, and other
types of statements which specified what
phoneme combinations could and could
not occur in phonemic representations.
Some such statements were framed in
terms of a hierarchy of constituents in the
modern sense; thus, Hockett [11]
proposed that all languages contain
sequences of syllables, and that syliables
consist of ordered sequences of smaller
constituents such as onset, peaks, and
codas, etc. In his view, the specification
of sequential constraints on phonemes in
a language involves, in part, a specifi-
cation of which phonemes may occur in
which type of syllabic constituent.

What distinguishes current constraint-
based frameworks from earlier work of
this type is its retention of the generativist
goal of accounting not only for static
phoneme distributions, but also for
phonologically-conditioned morpheme
alternations. Thus, to take an example,
we not only need to account for the fact
that a language like LuGanda does not
allow adjacent vowels in its morphemes
and words (*ai, *iu, etc.), we also want to
account for the related generalization that
when two vowels abut as a result of
morpheme combination, the first one is
eliminated via glide formation if it is high
(1a), and via deletion if it is low (1b).

(1) a. [/li+ato/ lyaato ‘boat’
/ mu+iko/ mwiiko ‘trowel’
b. /ma+ato/ maato ‘boat’ (dim.)
/ka+ezi/ keezi ‘moon’ (dim.)

The resulting vowel is long. Note that the
prefix vowels are retained before
consonant-initial stems such as /-mpi/
‘short’: cf. (li-mpi], {mu-mpi], [ma-mpi],
and [ka-mpi). (Also, all vowels are
lengthened before NC clusters by a
subsequent rule, whose effect is not
shown here; see [12] for fuller dis-
cussion.) To account for the surface
forms in (1), it is not enough simply to
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state the constraint against vowel
sequences; we must also provide specific
principles stating how violations of the
constraint are lawfully resolved. This is
not a straightforward matter, as we can see
by considering the various ways that an
anti-hiatus constraint can be resolved in
principle: (i) by deleting the first vowel,
(ii) by deleting the second vowel, (iii) by
gliding the first high vowel, (iv) by
gliding the second high vowel, (v) by
assimilating one vowel to the other, (vi)
by fusing the two vowels into a different
one (coalescence), (vii) by epenthesizing
a consonant between them, etc. Early
altempts to incorporate constraints into
phonological descriptions often neglected
this problem, and so failed to provide
satisfactory solutions to the treatment of
alternations. Many of the specific
features of current constraint-based
frameworks can be understood in terms
of the need to resolve the problem of
alternations in a principled way.

2. SOME CURRENT CONSTRAINT-
BASED APPROACHES

Most current constraint-based theories
maintain a double commitment to the
goals of accounting for static regularities
of distribution and for genuine phono-
logically-conditioned morpheme alter-
nations. Other than this common core,
they differ in often substantial ways. One
can currently count mearly a score of
wel!-deﬁned and distinguishable con-
straint-based theories. Here we will
briefly review three frameworks that have
received particular attention: constraint-
and repair theory, declarative theory, and
optimality theory. General overviews of
these theories, containing illuminating
comparisons among these (and other)
approaches and further references, are
given in 13, 14, 15].  Our discussion
must necessarily be cursory, and we refer
the' reader to the fuller presentations
available in these sources,

One useful basis of comparison is that
petyeen theories which are based on
Inviolable constraints, and those which
alloyv constraints to be violated. In the
earliest discussions, constraints were
usually considered inviolable, the
principal argument for thig view being
that the use of violable constraints would
greatly weaken the predictive power of
the model, particularly when used in
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conjunction with (violable) rewrite rules,
However, some subsequent work has
relaxed this condition, entertaining cop-
straint violations on either a temporary
or permanent basis.

We will first consider two constraint-
based approaches in which constraints
cannot be violated at the surface level,
They differ in that the first allows
constraint violations in the course of
derivations, but not in surface repre-
sentations, while the second, a nop-
derivational framework, allows no vip-
lations in any representations. We then
consider a third (also nonderivational)
approach which allows constraint vigl.
tions in surface representations,

2.1. CONSTRAINT-AND-REPAIR
APPROACHES

The family of constraint-and-repair
approaches was one of the first develop-
ments of standard generative phonology
in which constraints on representations
have a well-defined (and in some
versions, exclusive) role in monitoring
derivations [16, 17, 18, 19, 20, 21, 22].
To see the relation between constraints
and rules, it may be helpful to consider
the logical structure of a standard rewrite
rule making use of the format A — B/
C__D. Ia rules of this type, the structural
description is defined as the input string
CAD, and the structural change as the
output string CBD. Note that the
structural description of an obligatory
rule consists, in effect, of a description of
a sequence which is jll-formed at the
point in the derivation at which the rule
applies, while the expression “A~ B"
specifies the way in which this violation is
eliminated. In other words, a rewrite rule
pairs an input constraint with an
operation which has the effect of
producing a locally well-formed output.
Once we perform this disassociation, we
find that an SPE-type rule can be
factored into what can be viewed as 8
local constraint and a local repair
operation.

The particular insight of constraint-
and repair theories is not, then, to
introduce the notions of constraint and
fepair as such, but to delink the
connection between these notions which
had been inseparably paired up to that
time. Once delinked from a specific
repair, a constraint can operate pervasive-
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ly, defining ill-formed sequences both in
underlying representations and at
subsequent levels, where such sequences
may result from morpheme concate-
nation and from the operation of
“output-blind” rules.

Moreover—and here is a crucial
advantage—more than one way of
repairing a given ill-formed sequence can
be specified. Let us consider again the
LuGanda forms presented in (1). In a
traditional rewrite rule framework, the
surface forms can be accounted for in
terms of two rules, one turning an initial
high vowel into a glide, and the other
deleting an initial non-high vowel. In a
constraint-and repair framework, these
two rules can be replaced by a single
constraint prohibiting vowel sequences—
let us call it the *VV constraint— and two
repair operations. The constraint both
accounts for the absence of vowel
sequences in the underlying represen-
tation of morphemes, and serves to
trigger appropriate repair operations
when vowel sequences are created by
morpheme concatenation. The repair
operations required in this case are [V,
+high)~-G and [V, -high]- @.
(Compensatory lengthening of the
second vowel must be assured by
independent means.) As “repair strate-
gies”, these operations are kept in
reserve, applying only when they are
needed to eliminate constraint violations.

The *VV constraint, once extracted
from conventional rule statements, can be
recognized as expressing the familiar
cross-linguistic dispreference for vowels
standing in hiatus. We can consider it a
member of the set of universal principles
defining preferred or unmarked
representations, one which is invoked in
the grammar of LuGanda and in many
other (but not all) languages. The repairs
themselves can be assigned to a small
pooi of universal elementary operations,
including linking, delinking, and
deletion.

This treatment has several clear
advantages over a standard rewrite-rule
approach. First, it extracts a single anti-
hiatus constraint from a set of rules which
was forced, in the standard theory, to state
it twice. Second, it accounts for under-
lying constraints, surface regularities and
alternations by the same set of principles.
Third, it reinterprets the structural
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description and structural change of two
arbitrary rules in terms of a set of phone-
tically plausible universal constraints and
repair operations.

There are a number of fairly obvious
questions that a constraint-and-repair
approach must address if it is to be
internally coherent and descriptively
adequate. First, it is commonly assumed
that constraints fall into two types: those
that have a blocking function, preventing
rules from applying if their outputs
would violate the constraint, and those
that do not block rules, but rather trigger
repairs after the rule has applied.
Constraint-and-repair theory must pro-
vide a principled way of predicting which
constraints are of which type, unless we
are willing to allow each constraint to be
annotated for this information on a case-
by-case basis. Second, given that repairs
are formally dissociated from constraints,
it is no longer a straightforward matter to
determine how a given constraint vio-
lation will be repaired. Two or more
repairs may applicable to a given
constraint violation, and if repairs are not
extrinsically ordered as most current
work assumes, then principles must be
offered that will predict which of a set of
competing repair operations will apply in
any given situation. These questions can
be subsumed under the general
observation that constraint-and-repair
theory, as a derivational approach, must
provide a sufficient core of system-level
principles to administer the rich sets of
interactions predicted by its logical
structure (see [23] for relevant recent
discussion).

2.2. DECLARATIVE APPROACHES
A second family of constraint-based
approaches is founded on the principle
that phonological grammars consist
exclusively of a pool of unordered
constraints or well-formedness conditions
which, taken together, associate each
lexical entry with a well-formed surface
representation. Such constraints are
“declarative” in the sense that they
specify conditions that must be satisfied
by surface representations, rather than
operations or procedures that must be
applied to derive one from the other, as in
standard generative phonology. Taken
collectively, the constraints are generative
in the sense that they completely specify
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the surface form of each lexical entry,
including phonologically conditioned
morpheme alternations. Approaches of
this type include Categorial Phonology,
an extension of categorial grammar to the
phonological level [24, 25], and
Declarative Phonology, which similarly
extends unification-based grammar 1o
phonology [26, 27, 28].

Declarative approaches do not employ
rules or other types of procedural
statements, and do not impose extrinsic
ordering on their constraints. An impor-
tant consequence of these properties is
that such approaches are necessatily non-
derivational, in the sense that they
associate full representations to lexical
entries without passing through a series of
derivational steps. Another consequence
is that structure-changing operations are
prohibited, including deletion; lexical
entries must be properly or entirely
contained in their surface representations
(monotonicity). In contrast to constraint-
and-repair approaches, the constraints of
this family of theories are absolutely
inviolable; this means that they must be
formulated with enough precision to
assure that only one of two or more
potentially conflicting constraints can be
satisfied by any given surface form.

To continue discussion of the
LuGanda example, since constraints are
inviolable in surface representations, a
declarative analysis cannot allow any
surface violations of the *VV constraint.
But in the absence of deletion rules, how
can we relate a surface form like { keezi )
to its underlying representation / ka+ezi /,
containing two vowels? In the case of
alternating segments like the prefix vowel,
declarative approaches typically
underspecify, or declare as optional, any
information that does not appear in all
alternants. For example, since [ a ] does
not appear in all the alternants of / ka-/,
we may parenthesize it in lexical entries,
as follows: /k(a)/. The parentheses
gndicate that the vowel is present only if it
is not excluded by the constraint system.
The *VV constraint requires the
parenthesized vowel to be absent in
/k{a)+ezi/, but correctly does not exclude
this vowel in /k(a)+mpi/ ‘short’, where it
is retained in the surface form [kampi).
Th; analysis of forms like [lyaato], in
which the prefix vowel is realized as a

glide, proceeds in principle along similar
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lines, which we will not attempt to work
out here. (Again, compensatory
lengthening of the second vowel must be
assured by independent constraints.)

It will be noted that unlike the
constraint-and-repair approach, the
declarative account of LuGanda is non-
derivational, in the sense that the surface
form is not built up, step by step, by
applying a series of rules or repair
operations. Rather, the constraint system
defines the full set of surface alternants
that corresponds to each lexical represen-
tation.

This brief discussion, though
incomplete, is sufficient to show that
some of the problems that potentially
face constraint-and-repair approaches do
not appear in declarative approaches.
Since declarative approaches do not make
use of rules and repairs, and do not admit
constraint violations, the problem of
predicting which constraints have a
blocking and which a repair-triggering
function, or of determining which of
several applicable repairs takes pre-
cedence in a given constraint violation,
simply does not arise.  On the other
hand, several new questions must be
addressed.

For example, declarative approaches
resemble the traditional morpheme-
alternant models of pre-generative
linguistic theory in certain potentially
problematical respects. Such theories do
not derive the alternants of a morpheme
from a single base form, but instead state
distributional rules which predict which
member of the set will be selected in any
given context. There are well-known
analytical problems confronting such
theories, which have been discussed, for
instance, by Kenstowicz and Kisseberth
(30, pp. 180-96], and these must be
resolved if declarative approaches are (o
capture the same range of linguistic
gencralizations that traditional rule-based
(and constraint-and-repair) theories have
succeeded in accounting for.

A further potential problem concerns
the formulation of constraints. In case 8
lexical entry may potentially satisfy
several conflicting constraints, principles
must be provided to determine which
takes precedence. One solution [31] s 0
require that constraints be stated in
sufficient detail that no two constrainis
will ever compete for the same form,
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except for the special case in which their
interaction can be predicted by the
Kiparsky's Elsewhere Condition {32].
However, if constraints are stated in
enough detail to eliminate conflicts in a
given grammar, they quickly become
complex, highly language-particular, and
phonetically arbitrary. A result is that
constraints in declarative systems cannot
in general be related to universal
constraints in any straightforward way,
lending themselves subject to much the
same sort of objections that were earlier
raised against the arbitrariness of SPE-
type rewrite rules.

2.3. OPTIMALITY THEORY

The leading idea of Optimality Theory
as proposed by Prince, Smolensky, and
McCarthy {33, 34] is that Universal
Grammar consists in part of a set of
constraints on representational well-
formedness which are contained in all
grammars. These constraints are highly
conflicting and make sharply contra-
dictory claims about the relative well-
formedness of most representations.
Unlike the approaches discussed up to
now, the constraints posited by Optimality
Theory are typically violated in the
surface forms of any language. To
resolve conflicting claims, each grammar
ranks the constraints in a strict dominance
hierarchy, such that each constraint has
absolute priority over all those it
dominates in the hierarchy. It is the
relative ranking of the constraints on the
hierarchy that determines which
candidates, among possible alternatives,
are selected as actual surface represen-
tations. The preferred candidate is the
one that satisfies the conflicting constraint
set not absolutely, but relatively better
than all others. In other words, although
all candidates will typically violate some
constraints, the optimal (and hence
selected) candidate is the one which
violates the lowest-ranked constraints.

Optimality Theory provides two
general mechanisms to implement this
approach. One is a principle GEN which
associates each unprosodified lexical
entry with a typically infinite set of fully
prosodified candidate output forms. This
principle is subject to a principle of
containment requiring that each lexical
entry is properly contained in each
output candidate; additional structure
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may also be postulated. A second
mechanism is the principle EVAL, which
selects the optimal candidate from among
the set created by GEN. It proceeds by
assessing the constraint violations
presented by each candidate, eliminating
candidates on a worst-first basis until only
one is left.

Like the declarative approaches with
which it shares a number of assumptions,
Optimality Theory is a nonderivational
theory of phonological form; it posits no
rules or repairs that map one form into
another in a step-by-step, deterministic
fashion. In distinction to declarative
theories, however, the optimal candidate is
selected from the candidate pool created
by GEN with no further reference to the
structure of the original lexical entry; that
is, even though some constraints are
conditional in form, the precondition of
any such constraint is not defined on the
(lexical) input but upon the (surface)
output. It is therefore only the principle
of containment which links output forms
to specific inputs.

Let us see how these principles might
be applied to our LuGanda example
/xa+ezi/. On the basis of the un-
prosodified lexical representation, GEN
creates a set of candidate forms, of which
we consider three for purposes of
illustration: one which contains the
violation of the hiatus constraint, and two
which eliminate it. Notice that the form
that contains the violation is not
necessarily eliminated from considera-
tion; it will in fact be selected as the
optimal candidate if the other forms from
the candidate pool violate higher-ranked
constraints. Therefore, in order to insure
that EVAL selects the correct output
[ keezi ), we must determine how
LuGanda ranks the members of the
universal constraint set.  Let us assume
for purposes of illustration that this set
contains, in addition to a *VV constraint,
the following additional constraints:

FILLX: every skeletal position must
dominate segmental material

PARSE: every segment must be
incorporated into syllable structure

FILLX has the effect of ruling out
epenthesis, viewed as introducing empty
consonant positions into the CV- or
mora-skeleton (such positions, if present
in surface representations, are viewed as
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filled at a different level of representation,
perhaps in the phonetics). PARSE
requires all segments to be syllabified; it
is assumed that unsyllabified segments
are not phonetically realized (but not
deleted; it will be recalled that by the
containment principle, no material can be
deleted). In order to select the correct
output, in which the prefix vowel is
unparsed (in violation of PARSE), the
constraints *VV and FILLX must outrank
PARSE. These rankings are sufficient to
select the correct output (c) over its two
competitors in the tableau shown in ),
showing a selection of candidate surface
representations for / ka+ezi /,

2 *VV  FILLX PARSE
a. kaezi *
b. kaCezi *

—c. k<a>ezi *

Asteri;ks in any row indicate constraint
violations, brackets indicate an unparsed
segment, and C represents an unfilled
consonant position. Since PARSE is the
z?hwe]st-rarll)kcd constraint, candidate (c)
€ least bad) is el
(te L ) ected, as shown by the
This simplified example is intended, as
before,' only to give an idea of the
strategic approach of optimality theory,
and any actual analysis will necessarily bé
more complex. In the present case, we
have Dot discussed the treatment of é]ide
formauog, or of compensatory lengthen-
Ing, which may require some further
enncr.xmem of the Tepresentational system
of this framework [35].  Grammars of
d}ffergnt languages are viewed as
dxffenqg DOt in their selection of
constraints (since all members of the
ggn:gm'r;t Set are present in the grammars
.- languages), but in term
rankings they impose on me; of lg(l)i
example, a language that ranked i’ARSE
above FILLX apnq syy would rej
output (c) and seject (a) or (b), depélfgt

ane(;ggﬁlahtg Fheor.y has attracteq much
P a‘l‘l/ 13 still undergoing devel-
ot o e can see that jt addresses
regard to p:ecp:dtie:f: ;1;; Oblerllt]ss riv
it provides, to a certain cewor il Whj?h
Prince and Smolensky h’g::t'pgimﬁﬁ?

pnncip{es of Universa]
-» the univergg) constraint
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set—GNC] are cognates of those for.
merly thought to be no more thap Toose
typological and markedness generali.
zations. Formally sharpened, these prin-
ciples now provide the very material frop
which grammars are built” ([33], 219).
While the incorporation of substantive
constraints into the marrow of the
grammar is a desirable goal, it is apparent
that the set of universal constraints re-
quired to account for the full range of
phonological diversity will prove to be
quite large, and will necessarily contain g
sizable number of arbitrary constraints
having limited cross-linguistic generality.
And it is difficult to see in what sense a
proposed constraint such as *P/a (“[a)
does not form a syllable peak”™), essential
to the Prince and Smolensky system, can
be regarded as universal, in view of the
fact that [a] is an optimal syllable peak in
all known languages. It can be expected
that such questions, and others, will be
addressed as research proceeds.

3. CONCLUSION

It is. now apparent that not only can
constraint-based systems of phonology
account for many (or most) of the
phenomena that theories based on rewrite
rules could account for, they can do so in
many respects in a much more principled
way. This fact by itself justifies the
considerable attention being devoted to
constraint-based phonologies at the
present time. On the other hand, the
dlversqy of current ideas suggests that
theoretical models are still in evolution,
and should be regarded as still tentative in
many respects. For this very reason, how-
ever, added to its preliminary achieve-
ments, this direction of research must be
regarded a8 an especially dynamic and
highly promising one at the present time.
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NATIVE AND LOANWORD PHONOLOGY AS ONE;
CONSTRAINTS VS. RULES*

Carole Paradis
Laval University, Quebec, Canada

ABSTRACT
_ Constraint-based theories have gained
increasing recognition over the past four
years. This paper aims to show the supe-
riority of one of these theories, the
Theory of Constraint and Repair
Strategies, over a rule-based approach
with respect to loanword behavior, While
the latter requires phonology to be split
into two sets of language-specific pro-
cesscs — one for loanwords and another
one for native words — the former pro-
Poses a unique set of universal processes.

l.CINTRODUCTION

onstraint-based theories — whi
Eharag}cnzed by the rejection of arl;:i?r:rr;
rules” — certainly constitute the liveliest
area In current linguistics. Among these
theories the best known in phonology are
%p;u}mahly Theory (Prince & Smolensky
Py La) Harmony Phonology (Goldsmith
rson 1992; Goldsmith 1993), the
Theory. of Constraints and Re'pair
lS)lratc‘glcs (TCRS) (Paradis 1988a,h;
Paradis & LaCharité 1993) ang
Bg:clarauve Phonology (Scobbie 1991:
ird et al. 1993). Except perhaps for
g;(:g%r;im of }llhe latter, whose primary

1s the computerizati
E)Sggology (cf. Paradips & La;lC%l;ri(t)g
lheori)ésprc(;g:i(:lr:elr}:tst of constraint-based
at constraint-
counts are more explanaltroarl}r',[ttlx):::e glgc :
ggpched 1n rule-based theories — the ﬁr§
oLt S
Cnse e former
ffgﬁrrz:i]rxiz:gons, remove a gfgz?rgcranlo;?
$$ and redundanc

;i;lalyscs, and make more predic)t,imf;()(;n
guage-specific and universa] basesn

*lam deeply i

and Jean-Fran ndebted to Heather Goag

¢ois Prunet for i
preciou

also 1o Yvan Rose f01s'

diting of the paper.

This paper defends this view — which is
alre.:ady strongly supported by internal
(native) evidence — within the frame.-
work of TCRS, and on the grounds of
loanword adaptation. ’
_ Constraints are often detected when
violated because a violation normally
yields a deviation from what would
otherwise be expected. TCRS identifies
morphological operations as the main
source of constraint violations. For in-
stance, consider the case of the mid
vowel [5] in French, which never occurs
word-finally. Its absence can be inter-
preted in two ways: as an accidental gap
or as evidence for a constraint against [5)
in word-final position. The second option
is sclected because there is what I will call
«dynamic» phonological evidence
provided by the morphology of French
supporting it. Two pieces of evidence
pome_frqm the vocalic alternation found
12 adjectival inflection such as sot [sg]
( (so])sotte [sot] ‘stupid (masc./fem.)’
and in verbal derivation such as complot
[k5plo] (*[k5pla]) ‘plot’/comploter
(k3plate] ‘10 plot’. Note that the existence
of adjectives such as chaud [fol / chaude
[Jod] (*[Jad]) ‘hot (masc./fem.)’ and
verbal derivations such as endos [ado}
sndorsemem’/ endosser [6dose]
(gddgse]) ‘to endorse’ in French —
t\\_/ ere the vowel [o] is realized in word-
final and non-final position — clearly
indicaies that the prohibition bears on the
vowel [5] in word-final position, not the
X%;lel _[o] in non-final position.
; réviation constitutes another source
of evidence for the constraint: profes-
.(sionncl‘ Iprofesjonel} - pro [prol
Clprol) professional’, Carole [karl] -
[pg{io [karg] (*[kar5]) ‘Carol’, police
e I;la—l;poﬂw [popal (*{popo]) ‘police’,
el cases, the underlying vowel /2/,
e surfaces in non-final position,
{us sh[o] at the end of abbreviations,
gen Sl owing that the process is too
fercera » L&. 1t occurs in too many dif-
s t:t morphological contexts, and t0o
ySlematic (there is no exception) not to
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be the result of a phonological constraint
against o# in French.

However, it is common for linguists

to be left only with «static» evidence, i.e.
the absence of an element or structure x in
a given language, to suspect the existence
of a constraint. For instance, it can be
observed that #CC sequences do not exist
in Fula, a West-African language. It is
tempting for a linguist to resort to a
constraint to express this fact, but one
does not know with certainty whether the
lack of such a structure is due to an acci-
dental gap in the language, a diachronic
constraint or a synchronic one (cf.
Paradis & Prunet 1993). Derivation and
inflection of native words do not provide
any insight here since there is no morpho-
logical operation in Fula which would
generate such a sequence, i.e. there is no
mono-consonantal prefix which would
attach to a consonant-initial word, and
thus yield a #CC cluster.

This is where borrowings play a cru-
cial role: they often contain elements or
structures that are absent from the native
vocabulary. Depending on how these
forcign elements and structures are treated
by the borrowing language — is x
accepted or systematically modified
(adapted)? — the linguist may know
whether the absence of such elements or
structures in the studied language is due
10 a constraint or an accidental gap. For
instance, Fula has borrowed extensively
from French, a language with branching
onsets. Adaptation of French borrowings
with such onsets provides dynamic evi-
dence for the existence of a constraint
against #CC clusters in Fula since all
such French clusters are automatically
modified in Fula. They usually yield
#CVC sequences, i.e. sequences with a
vowel inserted in between the two con-
sonants (e.g. Fr(ench) tracteur [traktcer]
“tractor’ — F(ula) [taraktor] and Fr. place
[plas] ‘place’ — F. [palas]). From the
perspective of TCRS, borrowings consti-
tute an invaluable source of constraint
violations, which allow the linguist to
ohserve how a language “reacts” to un-
familiar elements or structures.

Paradoxically, however, the fact that
these phonological “reactions” are some-
times restricted to loanwords — for the
reasons we have just scen in Fula, ie.
there is sometimes no context in the lan-
guage from which a constraint violation
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might stem, and thus no possible
“reaction” to violations — has led some
linguists to conclude that there were two
separate sets of phonological processes,
one for loanwords and one for native
words. Silverman (1992) is among the
ones who maintain this view the most
explicitly. Such a position, which stems
from a rule-based perspective, is at best
useless in a constraint-based view (cf.
also Yip 1993: 262). I will show that
what I call the Two Process-Set
Hypothesis, in (1), entails non-desirable
effects such as duplicating identical pro-
cesses in the same language and, above
all, missing important links among facts,
on language-specific and universal
grounds.

(1) Two Process-Set Hypothesis:
Loanwords and native words each have
their own set of processes (rules).

To this effect, we will examine three
constraints (*CC#, *CC, *#V) each in a
different language (Fula, Kinyarwanda
and Moroccan Arabic, respectively), and
observe how the processes triggered by
these constraints would have to be han-
dled in a rule-based approach. The paper
will be organized as follows. Section 2
presents my assumptions regarding bor-
rowings (2.1 and 2.3), and the relevant
tenets of TCRS (2.2). Section 3 ad-
dresses the three constraints mentioned
above, while section 4 offers a brief
conclusion.

2. ASSUMPTIONS
2.1 Borrowings

Two opposite views are debated in
loanword studies: the “phonetic approxi-
mation stance” (e.g. Haugen 1950 and
Silverman 1992), where a borrowed
word is analyzed as a non-linguistic
acoustic signal, and the “phonological
stance” (e.g. Hyman 1970 and Prunet
1990) where a borrowed word is instan-
taneously assigned a mental representa-
tion in the recipient language (L1). Strong
arguments based on sociolinguistic,
psycholinguistic and phonological studies
have been recently brought forward by
Paradis et al. (1995a,b) in favor of the
phonological stance. For instance,
sociolinguistic studics (¢.g- Haugen 1950
and Poplack et al. 1988) clearly indicate
that borrowings are introduced by bilin-
guals (not monolinguals), who have ac-
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cess to the phonology of the source lan-
guage (L2). Loanwords are inqoc{uced_ by
bilinguals through what sociolinguists
call “code-switches”, “nonces” and
“idiosyncrasies”. Sociolinguistic studies
also clearly show that phonological pat-
terns of adaptation are imposed by bilin-
guals; they are community-wide, espe-
cially in mid and high community bilin-
gualism stages. This indicates that bor-
rowing integrators and adapters have ac-
cess to word representations in L2.1
Otherwise adaptations could not display
the strong consistency observed by
Haugen (1950) in the mid and high
community bilingualism stages, and by
us in our own corpora of loanwords (cf.
Paradis et al. 1993, 1995a,b for a thor-
ough argumentation in favor of the
phonological stance).

2.2 Framework: TCRS

In TCRS, a language’s phonology
consists of both universal and non-uni-
versal constraints which, when violated,
trigger the application of a repair strategy
(e.g. *o# - o0 in section 1), defined in

).

(2) Repair strategy: A universal, context-
free phonological operation that is trig-
gered by the violation of a phonological
constraint, and which inserts or deletes
content or structure to ensure conformi

to the violated constraint. a

As mentionpd in section 1, TCRS claims
that constraint violations originate mainly
from morphological operations (e.g. the
constraint *o# discussed in section 1
which is violated because of an abbrevia-
tion operation, etc.). Other internal
sources include constraint conflicts and
underlying ill-formedness (Paradis
1988a, b). Loanwords (Paradis et al
1993) and paraphasias (Béland et al.
1993) constitute external sourccs.
However, while violated constraints.
press for repair, the Preservation

! What is the ex

! act natu; i
phonetic) of these lepreser:tﬁltf:nlialisor
question which has not been totalll
;etﬂe(_i yet. The evidence gathered by
th?:dl:earal ( 199_Sa,b) tend to show tha);
phoneticl.’ esentation is lexical, pot
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Principle, (3), protects the input, i.e. re-
sists segmental loss.

(3) Preservation Principle: Segmental in-
formation is maximally preserved within
the limits of the Threshold Principle ((4)).

I maintain that the Preservation Principle
is responsible for the low rate of segment
deletion observed in the four corpora of
loanwords that we have built (4,031 bor-
rowings from French into Kinyarwanda,
Moroccan Arabic and Fula, and English
into Quebec French), which contain alto-
gether 12,630 malformations. The
Preservation Principle works in the fol-
lowing way. Repair is accomplished by
the insertion or deletion of content (e.g.
features, timing units, etc.) or structure
(links between features, various levels of
structure, etc.). At its most basic, repair
by insertion occurs when a constraint vio-
lation is due to a lack of content or struc-
ture whereas deletion applies when a
constraint is offended by an excess of
content or structure. Whether a problem
is due to a lack of something or an excess
of something is often a matter of per-
spective. For example, in a language with
a constraint against consonant clusters
_(CC) such as Kinyarwanda, a CC (loan)
input can be regarded as an excess of
consonants, leading to deletion (of a
consonant), or as the lack of a vowel,
leqdmg to insertion (of a vowel). All else
being equal, the Preservation Principle,
which resists the loss of phonological in-
formation, favors viewing a problematic
structure as a lack of content or structure,
gg;l‘ng preference to insertion over dele-
TCRS nevertheless posits limits to
preservation, i.e. to the price languages
are ready to pay to conserve segmental
information. This is expressed by the
Threshold Principle in (4).
(4) Threshold Principle:
) All languages have a tolerance
threshold to segment preservation.
b) This threshold is the same for all
languages: two steps (or two repairs)
within a given constraint domain.2

2 This limit has been found to hold for
Fula (Paradis & Lebel 1994) and for
Kinyarwanda (Rose 1994). We therefore

ize that it is a universal ceiling
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The Threshold Principle stipulates that a
problematic segment requiring more than
two steps to be adapted within a con-
straint domain — a constraint domain
being simply the scope of a constraint
violation — is not protected by the
Preservation Principle.

Repair, be it by deletion or insertion,
must nevertheless apply economically.
Economy is expressed first and foremost
by the Minimality Principle in (5).

(5) Minimality Principle:

a) A repair strategy must apply at the
lowest phonological level to which
the violated constraint refers.

b) Repair must involve as few strategies
(steps) as possible.

The “lowest phonological level” referred
to in (5a) is determined by the
Phonological Level Hierarchy (PLH), in
(6), which simply reflects the phonologi-
cal organization required independently of
TCRS.

(6) Phonological Level Hierarchy:
Metrical level > syllabic level > skeletal
level > root node > feature with a depen-
dent > feature without a dependent.

The Preservation Principle in (3) is
served by (5a) which minimizes alteration
of the input, for example disallowing the
loss of a syllable, if the loss of a segment
will correct the problem. In other words,
it ensures that a constraint violation is
solved with as little loss of phonological
information as possible. (5b), for its part,
requires that, given more than one pos-
sible way of repairing an ill-formed
structure, priority be given to the repair
involving the fewest steps.

TCRS maintains that the phonological
structure of a language results from prin-
ciples (universal constraints) and parame-
ter settings. Principles describe what is
common to all languages, whereas pa-
rameler settings handle differences
(contrasts) among languages (cf.
Chomsky 1986). In TCRS, parameters

on the cost of adapting, as opposed to
deleting a problematic structure. Should
the threshold be set differently in other
languages, the second part of the
principle, (4b), would have to be
parametrized.
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are marked options offered by Universal
Grammar. The default reply for a lan-
guage is to say “no” to such an option,
which results in the rejection of a given
type of complexity, and thus a negative
constraint in the language in question. In
this perspective, the segmental inventory
of a language is viewed as the direct re-
sult of positive and negative language-
specific answers (settings) to segmental
options offered by Universal Grammar
(parameters). In the case of borrowings,
one can thus hypothesize that the reason
why French coupon [kup3] is realized as
[ku:pan] in English, i.e. with a (partly)
denasalized vowel followed by a nasal
consonant is because English says “no”
to the following parameter.

(7) Phonemic nasal vowels?
French:  yes
English:  no (default = constraint)

The negative parameter setting in (7) ex-
plains why nasal vowels introduced into
English through loanwords are adapted.
In the view of TCRS, the recasting of ¢
into a VN shape is not the result of a rule
specific to loanwords — as would be the
case with the Two Process-Set
Hypothesis — but of a constraint active
throughout the phonology of English,
whose only source of violation is loan-
words. This position, that I call the One
Process-Set Hypothesis, is formalized in

(8).

(8) One Process-Set Hypothesis:
Phonology has access to a single set of
two universal processe: insert x and
delete x. These processes are repair
strategies, whose sole purpose is to yield
constraint satisfaction. If there is no con-
straint violation, they do not apply.

2.3 Core and Periphery

The One Process-Set Hypothesis does
not imply, however, that the phonological
behavior of loanwords and native words
is identical in all respects. If we consider
again the case of nasal vowels introduced
into English, we realize that while nasal
vowels are totally absent from native
English words, they are sometimes
tolerated in borrowings (e.g. Fr. entrée
{atre] — English [antn] or [@nd).Ina
study of loanword adaptation, it is crucial
to distinguish between “prohibited”
segments, i.c. segments that are
systematically and immediately adapted or
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eliminated as soon as they are introduced
into a language (e.g. the French front
round vowels y and g in English), and
“tolerated” segments, which are
sometimes adapted and sometimes not
(such as the French nasal vowels in
English) at least in some speech registers.
The latter are called “imports” in the
literature (cf., e.g., Haugen 1950). To
account for the distinction between
prohibited and tolerated segments, the
TCRS loanword model proposed by
Paradis et al. (1995b) views the phono-
logy of a language as being organized
into domains. Essentially, a distinction is
drawn between the “core” and the
“periphery”. The core contains all of a
language’s constraints; by and large, the
core defines the phonology of a language
and governs its vocabulary. However,
not all items in a language are part of the
core; some, such as interjections, ono-
matopoeia, proper names and learned
words, along with (partly) unassimilated
borrowxqgs, may lie in the periphery,
temporarily or even indefinitely. The pe-
nphery. contains a subset of a language’s
constraints, which means that items in the
periphery are not subject to all the con-
straints that govern the core. That is to
say, the parameter settings for some
‘l‘Jm\:fzrsal Grammar options may be set to
yes” rather than “no” in the periphery or
some subdomains of the periphery
which effectively deactivates those par:
ticular constraints, and accounts for im-
ports (unassimilated foreign sounds), The
dxsunctxpn between core and pen'phéry is
not particular to TCRS, It was suggested
by Chomsky (1986:147). and further
developed by Itd & Mester (1993)
Hoquer. the core and the periphery are
not different in natyre, The periphery is
not governed by “new” constraints, j.e
constraints different from those of the
core. It containg only “fewer” constraints
than the core. In ths view, a “borrowin e
can be defined as in (9). d

) Borrowing: An individua]
1gompound funclioning asa sing‘l‘;ozso'rgr
rom L2 that a) phonologically conforms
to (at least) the outermost periphera]
phonological constraints of L] b) has
mental Tepresentation in L], am,i C)is in?
;orpo'ratcd 1010 the discourse of L1 (cf
aradis et al, 1995a,b for more details), .
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3. CONSTRAINTS VS. RULES
3.1 Language-Specific Issues

Words in Fula never surface with a
final CC cluster or an internal CCC one
We know that this is due to a constraint
against branching codas because when
such a cluster is present underlyingly o
arises in the course of a morphological
derivation, it is immediately split into dif.
ferent syllables as in (10).

(10) Native words in Fulg
foft-re - fasft-e-re ‘breath’
talk-rp - talk-u-ru  ‘amyler
lacc-i —lacc-i-ri ‘couscous’

The constraint is formally expressed by
the negative parameter setting in (11)
(recall from section 1 that Fula does not
allow branching onsets either).

(11) Parameter:
Branching non-nuclear constituents?
French: yes Fula: no (constraint)

As s_hown in (12), the constraint also
applies to loanwords since CC# clusters
:n those words undergo vowel insertion
00.

(12) French Loanwords in Fula
Fr. carde [kard]
- F. karda ‘card (comb)’
Fr. force [fors]
- F.f5rs5  Fula ‘force’
Fr. gendarme [3ddarm]
- F. san"darma ‘gendarme’

With the Two Process-Set Hypothesis,
one would have to posit two separate
rules, as in (13), even though both rules
would be identical,

(13) Two_ Process-Set Hypothesis:
a) native words: ¢ -, V/ICC__{#,C)
b) loanwords: @ -, V/CC__{#,C}

This reduplication of identical rules is se-
riously flawed in two ways. First, it
complicates the grammar. Second, it does
not formally capture the fact that both
rules are actually the same process (vowel
Insertion) which is triggered by the same
context ({#, C}) in loanwords as in
hative words. These disadvantages are
ehmmate_d with the One Process-Set
Hypothesis. As shown in (14), the data
1n (10) and (12) necessitate only one
context-free universal process, i.e. inser-
tion of x.
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(14) One Process-Set Hypothesis:
native and borrowed words: @ — x

While the Preservation Principle in (3)
ensures that insertion will have priority
over deletion, the Minimality Principle
guarantees that the material inserted will
pertain to the level to which constraint
(11) refers (cf. (5a)). Since (11) refers to
the syllabic level, the repair will apply at
that level. Insertion of a nucleus is se-
lected because this is the only repair
which fully satisfies both principles, the
Preservation and Minimality Principles.
The empty nucleus is subsequently filled
by vowel spreading.

The rule-based approach, in which the
Two Process-Set Hypothesis is couched,
is problematic in other respects.
Consider the French borrowings in (15),
where vowel insertion occurs in between
the two consonants of a CC# cluster, not
at the end of it as in (12).

(15) Fr. contre [k3tr]
— F. kontor ‘against’
Fr. filtre [filtr]
- F. filyr ‘filter’
Fr. table [tabl]
— F. taabal ‘table’

Not only would the Two Process-Set
Hypothesis require the reduplication of
the same rule as in (13), the rule-based
approach in which it lies, more generally,
would require positing a third rule —
shown in (16) — to account for the facts
in (15).

(16) G- V/IC__C#

This new rule would be nceded because
the context of rule (13b) is not identical to
that of rule (16). Again, the fact that the
trigger is a CC# cluster would be missed.
This generalization is straightforwardly
capturcd by constraint (11), however.
CC# clusters are prohibited because they
would form an illicit branching coda. The
insertion locus of the vowel depends en-
tirely on the sonority of the cluster. It is
dctermined by universal markedness,
which disfavors syllabic contacts where
an onsct is more sonorous than the pre-
ceding coda, even though such clusters
are found in some Fula native words
(e.g. faabru ‘toad’). In other words, in
the absence of opposite morphologically-
induced specifications, default settings,
provided by Universal Grammar, apply.
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From this perspective the phonological
behavior of loanwords tells us signifi-
cantly more about universal default set-
tings than that of native words, which is
often morphologized or heavily influ-
enced by diachrony. Once distorting fac-
tors such as orthography, analogy, etc.
are clearly identified and discarded, one
can easily state that loanword phonology
is the “emergence of the unmarked” in
phonology (cf. McCarthy & Prince 1994
on this notion).

In a rule-based approach, a fourth rule
would even have to be posited. As ex-
plained above, the Preservation Principle
gives precedence to vowel insertion over
consonant deletion. However, consonant
deletion does occur in a few cases such as

those in (17), where v is lost.3

(17)  Fr. pieuvre [pjeevr]

— F. pijuiri ‘octopus’

Fr. cuivre [kyivr]

— F. kirl ‘copper’
However, as shown in Paradis et al.
(1993, 1995a,b), consonant deletion is
not random. It is always caused by the
presence of an ill-formed segment — here
the voiced labial fricative *v — contained
within an unsyllabifiable cluster.
Preservation of the two cluster con-
sonants would be too costly in these
cases: it would necessitate too many steps
(repairs). It would require nucleus inser-
tion and filling as in (10), (12) and (15).
But it would also require a third step, i.e.
the adaptation of the ill-formed segment
*v itself (*v normally yiclds w in Fula;
e.g. Fr. verre [ver] — F. [we:r]), since it
is encompassed within the scope of con-
straint (11). This would clearly violate the
Threshold Principle in (4), which es-
tablishes that the limit to segmental
preservation is two repairs, within a
given constraint domain. Thus not only
does TCRS account for the variation in
the insertion point of the epenthetic vowel
in (12) and (15) without any extra lan-
guage-specific device, but it also handles
strarghtforwardly the variation in the pro-
cesses themselves, i.e. insertion of a
vowel ((10), (12) and (15)) vs. deletion

3 More exactly, phonologically-induced
deletions in the Fula corpus occur with
32 malformations out of 858 (3.7% of

cases).
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of a consonant in (17) (cf. Paradis et al.
1995a,b for more examples and a thor-
ough discussion of these cases). In con-
trast, a rule-based approach is unable to
economically capture this variation, as
well as being unfit to perceive the link
between the numerous rules it would re-
quire to handle the data presented in this
section.

3.2 Universal Issues

A rule-based approach would be un-
desirable on universal grounds also. It
would treat the processes observed in the
previous section as idiosyncrasies of
Fula, despite the fact that restrictions on
branching codas are common among lan-
guages. Such restrictions are found in
Tigrinya and Classical Arabic, for in-
stance. This fact is predicted by TCRS
since constraints in TCRS’ view stem
from negative parameter-settings. Since
parameters are options offered by
Universal Grammar, it is predicted that a
number of languages will share the same
parameter setting, be it positive or nega-
tive. Recall from 2.2 that negative pa-
rameter settings are default (unmarked)
options: they consists in a language’s re-
fusal of a given type of complexity.
Negative settings are thus expected to be
relatively frequent.
. The same is true of the *CC constraint
in Kinyarwanda, a Bantu language, and
the *#V constraint in Moroccan Arabic,
which respectively prohibit codas and
empty onsets. Both constraints, which
are formalized in (18a) and (18b) respec-
tively, are common across languages. For
Instance, the former is found in Luganda
as well as 1n most Bantu languages, while
the latter is found in Tigrinya, Biblical
Hebrew and many other Semitic
languages.

(18) a) Parameter: codas?
Frjench, English: yes
Kinyarwanda, Luganda; no
b) Parameter: empty onsets?
French, English: yes
Moroccan Arabic, Tigrinya: no
The constraints in (18) are su i
ried in-
itzrrn(;#l){;o and also e:l(temally byptig bchau\:-
rrowings liki 1
o gs like those in (19a) and
(19) a) French  Kinyarwanda:
client (klia] - {umu-cirija)
cigon [sitr3) [sitoro]}
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b) French — Moroccan Arabic:
i. arbitre [arbitr] — [larbit)
ii. ascenseur [asdser] —» [sensur]

In (19a), we can see that French CC se-
quences are automatically separated by an
epenthetic empty nucleus ip
Kinyarwanda, to which the following
vowel spreads. In Moroccan Arabic, 2
violation of (18b) triggers more diversi-
fied repairs, i.e. either insertion of a con-
sonant, as in (19bi), or deletion of the
initial vowel as in (19bii). Selection of
one repair over another here is condi-
tioned by the length of the output (cf.
Paradis et al. 1995b). The longer the out-
putin L1, the more likely vowel deletion
is. Nonetheless, both strategies fully pre-
serve (18b) in preventing a vowel from
surfacing word-initially. Again, this
principled diversity of repairs could not
be captured in an explanatory way in a
rule-based approach. In such a frame-
work, two completely unrelated rules
would have to be posited, thus failing to
express the fact that the trigger (*#V) is
identical in both cases.

4. CONCLUSION

This paper has attempted to show the
superiority of constraints over rules in
general. More specifically, TCRS and the
traditional rule-based approach of
Chomsky & Halle (1968) — which con-
tinued to be used under different forms in
multilinear phonology and pre-constraint-
based frameworks — were compared in
their capability to deal with loanwords.
The former has proved markedly more
economical and explanatory. In particu-
lar, it has rendered the Two Process-Set
Hypomesis — where loan words and na-
tive ones are considered to be each gov-
erned by a distinct set of processes —
vacuous. On more universal grounds, it
was shown that the processes applying to
borrowings and native words are not lan-
8uage-specific idiosyncrasies but the re-
sult of the language’s replies to options
offered by Universal Grammar, i.e. pa-
rameters. The phonological behavior of
borrowings, which seems ad hoc in 2
rule-based view, proves very regular and
predictable in TCRS. On the one hand,
TCRS provides linguists with a formal
framework which handles straightfor-
wardly one of the richest sources of dy-
hamic evidence for constraints: borrow-
ings. On the other hand, the study of bor-
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rowings opens a large window on the
general functioning of constraints, and
ultimately the organization of the lan-
guage in the human brain, by allowing us
to observe how languages react to foreign
elements.
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THE VOICE SOURCE. MODELS AND PERFORMANCE

Gunnar Fant
Dept of Speech Communication and Music Acoustics, KTH. Stockholm, Sweden

ABSTRACT
This is a summary of research into
functional models of the human voice
source with considerations to production
theory, experimental techniques and
individual and contextual variations in
connected speech. The emphasis is on
work carried out in our department,
including the development of a
transformed LF-model. and studies of
source-tract interaction. The voice source
as a prosodic parameter is discussed. Of
special interest is the covariation of
source parameters, F, and inferred
contours of lung pressure variations

found in focal accentuation.

INTRODUCTION

A major tool for the study of the
human voice source is inverse filtering.
Over the years a substantial amount of
work in this area has been carried out at
KTH, see the review in [1].

Inverse filtering is a processing of
undressing the vocal tract filter function
of the speech wave thus regenerating a
replica of the underlying source. ﬁxis
process provides us with some insicht in
the production mechanism and a]so a
physical substance to be quantified and
described within a suitable parameter
system.

Early parameter systems concentrated
on main shape aspects of glottal flow
pulses such as rise time, decay time and
open quotient. The importance of the
ﬂo»_\' discontinuity at closure as an
.excnation function was early discovered
in cor.mection with inverse filtering and
was included in a Laplace transform
production modeling in 1979 [2]. Five
years lfner the importance of the return
phase in the flow derivative was fully
acknowledged [3] and became a maj(;r

constituent of the LF-model [4]. The
effective duration of the return phase, T,,
was proved to be inversely proportional
to a frequency F,=1/2nT, where the
source spectrum attains an extra -6dB ot
slope. Increasing T, thus implies a low
pass filter etfect, a relative attenuation of
formants located above Fa.  This
parameter is  usually of greater
significance than the main pulse shape
parameters.

The ability to capture wave shape
essentials has promoted a wide use of the
LF model. However, human data from
inverse filtering may deviate substantially
from model data. and mainly in terms of
a superimposed  fine  structure which
displays both typical recurrent patterns
and a seemingly randommness. The
underlying mechanisms for this structure
has been extensively studied in several
publications from KTH [1, 5-8].

There exist systematic covariations in
the LF parameters which have been
exploited in a transformed version [9] of
the model. It operates with a fewer
number of parameters retaining wave
shape essentials, combined with a more
detailed  specification in  ferms  of
deviations of the original 1.F-parameters
from default values. This new system
also has advantages from an experimental
point of view and as a basis for rule
oriented speech analysis and synthesis.

The covariation of source and filter
functions, in more general terms
phonatory and articulatory processes, is
of particular interest. It is the combined
gesture rather than the source function
alone  which has a communicative
function.  Supraglottal  constrictions
impede the voice source [10] and glottal
abduction introduces additional
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bandwidths and Fy increase, subglottal
coupling and aspiration noise adding to
{he source features [7-8. 11-12]]

A specific topic of interest in prosody
is the coordination of glottal adjustments,
adduction‘abduction  gestures and  Fo-
control. and lung pressure. There are
apparent differences between singing and
speech that need to be studied in greater
detail, e.g. vowel consonant contrast,
relative emphasis and accentuation.

BASIC SOURCE-FILTER MODEL

e L
ey
\ .

Figure 1. Frequency- and timedomain
view of the production of voiced sounds.

The basic concept of source-filter
decomposition of voiced sounds in the
frequency domain and in the time domain
is illustrated in Figure 1. It conveys the
traditional view of the source as a raw
material of spectral harmonics which is
shaped by a filter function. The latter,
imposing the formant structure is made
up of two parts. the vocal tract transfer
function relating the volume velocity
flow at the lips to the glotal flow. and a
radiation transfer from flow at the lips to
the radiated sound pressure wave at some
disance from the lips. The radiation
transfer is usually approximated by a
simple differentiation. in the frequency
domain a —6JB octave spectral rise.

In the time domain representation a
glotal flow pulse is a shewed version of
the glomal  areafunction.  Giotal
parameters are ofien defined with respect
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to the time derivative of glottal flow. One
advantage of the differentiated source,
see the bottom part of the figure, is that it
accounts for the radiation transfer
component.

Production theory [2.7] states a
proportionality between the amplitude of
glottal flow derivative at its negative
discontinuity, which usually is identical
to the negative peak. and formant
amplitudes. With an abrupt return to the
zeroline and assuming a single formant
filler function there is a continuity
between the negative peak amplitude E
and the initial amplitude of the
corresponding damped oscillation in the
radiated wave This is indicated in the
ficure. However. the mouth output
volume selocity fliow, which is the
integral of the radiated wave. shows a
relative reduction of oscillatory energy
but retains the pulse shape of the initial
(non-differentiated) glottal flow.

As a mater of fact, integrating the
speech wave provides an approximation
to the maximum amplitude of glonal
flow U,. constant leakage omitted, while
the E. amplitude information  is
approximately retained in the envelope
contour of the negative side of the
radiated speech wave (1. 9. 13] Since U,

and E, are the main constituents of glonal
waveshape as proposed  in the
transformed LF model [9], impoertant
information about the temporal variation
of voice source parameters can be deriy ed
without proper inverse filtering.

SELECTIVE INVERSE FILTRING

Inverse filtering experiments confirm
these general statements.  Figure 2
illustrates regenerated glortal flow and so
called selective inverse filtering [1] with
cancellation of all formants but one, in
this case F1, which appears as a damped
oscillation foliowing each glomal flow
derivative pulse. The pattern for the [ae]
is tvpical of a sonorous male voice.
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increasing low paor L I:; 1valent to an

X . ng associated
with the decreasing F, which is also a

consequence of the abdyct;

: _ uction ge

(l;" ;gtl}llr:p}] 1.111..1s’trates the principa] %elsat:;;er;
nitial amplitude being reduced

by the same am as
ount as impl;
spectal it [1] mis implied by the

i.e. of
owing
initial
progressively
E. peak. The
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VOCAL TRACT-SOURCE

INTERACTION.

More marked instances of pre-
occlusive aspiration is treated in (8, 25)
In addition to increased spectral til; and
first formant bandwidth, glottal pulse
modulated noise appears in the final art
oif the vowel, in extreme cases combilx)led
with pole-zero spectral modifications and
extra formants from the subglottal System
Noise [components are also consistently
found in breathy voices [11-12, 16]).

A r.mmber of other interaction effects

comphcate the source-filter interpretation
of inverse filtering data. One obvious
aspgct is that a constant leak during the
maximally closed glottal interval will
pose a problem of how to tune Fi
bandwidth and frequency. If these are set
for maximal cancellation the inverse
filtering will not provide a picture of the
true glottal flow. Instead, an ided
regeneration of the true glottal flow
would require a setting of the inverse
ﬁlter'to cancel the supraglottal transfer
function alone which differs from that of
the. complete system and can not be
derived from the speechwave. The true
flow, w.'hich has the theoretical burden of
conveying the difference between the
coupled and the uncoupled system, may
have a more complex fine structure than
what is seen in ordinary inverse filtering.
An.exafnple is the appearance of formant
oscillations in the maximally closed
phase.

A_ pror.ninem interaction effects is the
tr;:)enhnreanty of the glottal impedance, i.e.
i second power dependency of pressure

°p on flow, in combination with the
presence in the transglottal pressure drop
of oscillations evoked from previous
te}z(cnahons [6-7, 15). A typical feature is
¢ double peak appearance of the
gnosxt;ve part of th; glottal flow derivative
e corresponding spectral dip around
1in the source spectrum. [5, 8]
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Other aspects of nonlinearities is that a
constant glottal chink may counteract the
F, induced spectral fall in the mid and
high frequency range of the source
spectrum [7, 17, 18] . It is also found [18]
that the T, of the glottal flow derivative
becomes larger than an equivalent Ty of
the underlying glottal areafunction.

A consequence of glottal impedance
nonlinearity is that the superposition
imposed by an integer relation between
formant frequency and Fy, ie. when a
harmonic hits the formant peak, also
effects the driving source function as well
as the vocal folds vibratory pattern.. It
has indeed been found that the amplitude
of F2 and F3 seem to follow the F;/Fg
ratio rather than the Fp/Fy and F3/Fo
ratios [19] An extreme aspect of the
nonlinear superposition is that the air

consumption is minimized when Fy hits
Fo but is maximal when F is in the
region of 1.5 Fy which has consequences
for soprano singers [6].

A major aspect of vocal tract-source
interaction is that a supraglottal
narrowing anywhere in the vocal tract or
at the lips will be associated with a
pressure drop which reduces the
transglottal pressure [9-10] and thereby
the excitation amplitude E, and changes
the waveshape of glottal flow, increasing
the open quotient and the return time T,
This effect is maximal in voiced plosives
and in voiced fricatives but is also
noticeable in narrow vowels and in nasals

specially in Swedish [1, 13, 16]

VOICE SOURCE MODELING

We shall now return to the more
pragmatic aspects of quantifying voice
production and source characteristics. In
general, irrespective of the particular
parameterisation, we may note the close
correspondence between the peak value
U, of glottal flow and the amplitude H;
of the voice fundamental in a harmonic
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representation of the source component
of the speech wave at a distance a cm
from the speaker [8].

H;= UknFy(p/4na) 1)

where k is close to 1 for opening
goutients of the order of 0.5-0.7.
Adopting the notation F,=1/(2nT,) where
T, is the effective duration of the return
phase we may write the following
expression for the amplitude Hp, of any
harmonic of frequency f, well above Fy
in the glottal flow derivative spectrum
submitted to an extra +6 dB/octave rise
with respect to Fy.

H,_ = (EJn)(p/ana)(1 46 /Fy)

2

The relative levels of the fundamental
and the next two harmonics have to be
treated separately by an analysis of the
specific glottal pulse shape as in (1). The
result is an additional reinforcement, a
"glottal formant” located at a mean
frequency of Fg=1/2T and providing a
few dB larger gain than implied by 2)

A consistent mapping of time domain
features into the frequency domain allows
us to perform an inversion and predict
glottal flow shape and magnitudes from
absolute calibrated spectral data [7].

An alternative to the Fourier analysis
is to decompose the glottal pulse into a
sequence of discrete excitation functions
[2). This is necessary for the
understanding of the details of observed
waveforms and of interaction
phenomena. Assuming a single bell
shaped glottal pulse with a rising branch
of (Uy/2)(1-cos2nfyt) and a symmetrical
falling branch the flow derivative
becomes Ugnfysin2nfyt which is similar
to that of the LF-model. The derivative
discontinuity at the onset of the rising
branch thus contributes with a -12 dB/oct

spectrum slope, i.e. -18 dB/oct in the
flow domain. Providing the falling
branch does not include an additional
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discontinuity prior to its end it will
provide the same excitation function as
the rising branch but with opposite phase,
and if Tp=1/Fy=2T,, i.e. OQ=I, the net
effect in the source domain is a sinewave.
This is one extreme condition to be
preserved in a parametric scheme. In
general, however, formants exited at the
onset will be damped out quicker than
those at the offset. The major excitation
will thus be at the offset even if it does
not contain an additional discontinuity.
The limiting value of the source spectral
tilt is accordingly -12 dB/oct (in the flow
derivative) as with an extremely low F,.
On the other hand an abrupt and
instantaneous return  of the flow
derivative at the excitation point T,
provides a spectrum slope of -6dB/oct.

An additional high frequency gain in
the source spectrum can be attained only
if the duration of the falling branch of the
flow is very short, i.e. with an extreme
asymmetry and a very small opening
quotient, in which case the E. spike
becomes very narrow. This extreme is
generally not encountered byt can be
approached within reasonable limits in
simulations,

Occasionally there is to be seen an
abrupt step in the flow derivative at the
opening phase which adds an excitation
of the same type as at closure, This has
been taken into account in a modification
of the LF mode] proposed in 23]

THE EXTENDED LF-MODEL

The LF-model [4] is illustrated in
F.igure 3. We have already discussed the
significance of the return phase which
accounts for the degree of spectral tilt
.through the F a=1/(2rT,) parameter which
Is frequently used as an alternative to
R=T/T,.

The  Ry=(T,- P/Tp parameter
specifies the relatjve duration of the
falling branch from the peak at

; time Tpto
to the discontinuity point T.
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ugty, Yo
LE-parameters;
Slope
VAL R =TT,
Ry = Ty(21))
! ﬂJT.;;uo/E. Re=(T,-Tym,
Ug'tt)

oQa= T/To= (“'\)l(ZR,)

hd j\f/"ﬂ\f

Figure 3. The LF-model. Glottal Slow
and flow derivative.

The Ry=Ty/2T,, parameter increases
with a shortening of the rise time T, A
large Ry and a small Ry thus produce a
small opening quotient, OQ=(1+Rk)/2Rg.
An alternative common definition is
0Q=(1 +RO/(2R)+R,,.

Typical values for male vowels are
Fy=700 Hz, R,=0.35, Ry=1.20 and for
female vowels F,=500 Hz, Ry=0.45 and
Rg=1. An increase of Ry or a decrease of
F, as in breathy phonation will produce
an increase of U, and thus of the voice
fundamental Hy at constant E, An
increase of R, at constant E, will increase
the relative level of the second harmonic
of the source spectrum at the expense of a
lowered U, and produces a decrease of
0Q which s typical of pressed
phonation. A sonorous voice has a
relative high F, of the order of 2000 Hz.

The Ry-parameter

A statistical and functional analysis of
Covariation of LF-parameters ranging
from an  extreme tight  adducted
phonation with low 0OQ and high F,to a
very breathy abducted phonation with
high OQ and 10w F, brings out
characteristic trends, These can be
quantified along a single shape parameter
Rg¢ which is closely related to the
effective pulse decay time T4=Uy/E, (in
ms) of the falling branch, see F igure 3.
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Rg=(U/Ee)Fy¢/110) (3)
T, is of the order of 0.5-1 ms for both

male and female vowels.
Within a population of vowels and
voiced consonants we find a statistical

relation:[9]

R,= (-1+4.8Ry)/100 @
and
Ry= (22.4+11.8R4)/100 )

An important additional finding is that
Ry can be estimated from the geometrical
constraints of the LF model given the set
of Ra’Rk’Rg

Ry =(1/0.11)(0.5+1.2R (R /4R g+R,)

(6)

R, can be derived statistically in the
same way as R, and Ry [9], but a better
approach is to calculate Ry from Ry given
R, and Ry. This ensures a conformity
with the LF model.

An interesting finding [9] based on
female vowel data supplied by Karlsson
[20] is that given her full specification of
the R,, Ry and R, values of a set of nine
Swedish vowels these can be predicted
with considerable accuracy from Ry
alone. This involves the process of first
condensing R,, Ry and R values into a
single Ry parameter (6) and then applying
(4-6).

A conclusion is thus that essentials of
the glottal source wave shape may be
contained into a single default parameter,
Ry =(U/E)X(Fy/110) which is relatively
easily accessible from a primitive inverse
filtering which has special merits for
tracking temporal variations in connected
speech. However, for more detailed
analysis we need the full set of LF

parameter from a proper inverse filtering.
Deviations of these from default
predicted values can be specified in terms
of coefficients k=Ry/Ryp, kg=Rg/Rgp and
kszk/Rkp for extra aspiration, press, or
flow respectively.
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Ry=03

0Q=035 F,=3600
Ry=026 R=179

° 500 1000 1500 2000
-t Rg=07
* 0Q=055 F,=660
- R,=031 R,=1.18
. i
: 300 1000 1500 2000
.
Ry=14
* 0Q=0.73 F,=280
2 R,=039  R.=0.95
|
f ¢ ﬂﬂnﬂﬂﬂﬂn
L] 500 1000 1500 2000
0o
Rg=27 .
" ‘ 0Q=0.79 F,=130
a R,=0.54  Ry=098
i MA(\HM\“&&A Mnn?n

Figure 4. Glonal flow derivative spectra
in the frame of R4 values with default LF-
parameters included
Glottal  flow
assuming a constant E, and Fy=100Hz
are shown in Figure 4. The four samples
of R4 =0.3, R4=0.7, R4=1.4 and R4=2.7
illustrate the variation from a medially
compressed phonation with a small open
quotient and a high F, to a highly
abducted, phonation with a large open
quotient and a low F,. Observe the large
variation in the ratio H;/H, of voice
fundamental to  second  harmonic
amplitude. Females show higher R4 and

derivative  spectra
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H}/H, values than males, and voiced
consonants, and aspirated vowels show
higher Ry and H;/H, values than regular
vowels which is in agreement with earlier
findings [11-12].
VOICE SOURCE DYNAMICS

Studies of voice source dynamics, i.e.
of temporal variations in connected
speech is a developing area which has not
yet_ received the same attention as
stationary voice qualities. There remains
much to learn about the coordination of
glottal adjustments with intonation and

lung pressure within a phonetic-linguistic
frame.

From our recent work we find
systematic covariations of E, and U, with
Fy. .These occur both in glissando
§usm1ned phonations of a vowel [15] and
in ?onnecled speech [9, 13] Both U, and
E, increase with Fy up to a maximum or a
pl'ateau which is located in the speaker's
n'ud frequency F, range, somewhat
~hxgher for E, than for U,, and E
xncrf:a?ing more steeply than U :
Sran.sucal data sampled from pros:
readfng have shown a location of the E
maximum at around Fy= 100-130 Hz fo:
two males and at F=215 Hz for a female

f\g)clzle £ 121,1 in aneutral intonation without
$ we see clear tendencies of
the E, contours following the general
pattern of the Fy, contour. An exception is
whe}n in focal accentuation Fy overshoots
a critical value of maximum E, in which
f:asc the temporal contour oef E. and
mtensity may show a minimum at :he F
";P;ik n::nh local. Mmaxima on both sides(?
o berfl;g;::e cxls not always present. |t
of o gohenes out under the. influence
subglottal pressure rige
gres'sme is known to increase wiih
singing but in speech F
independent of pressure

Lung
FO in
0 operates largely
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INTENSITY VARIATIONS

. An Important physiological parameter
In voice production is the time varying
glottal area. Ag(t). At one and the same
lung pressure the E, and the intensity
gSPL) increases with Agmax [7, 15] which
is capitalized by trained singers [27). For
a more complete understanding of
prosodic phenomena we need more data
on how Ag... [28] and subglotital
pressure [29] covary with supraglottal
and glottal articulations, F,, SPL, E, and

source  spectral  shape  parameters,
Increased lung pressure, and thus
subglottal  pressure, is found in

contra_stive and higher degrees of stress
but is probably not a necessary
component of focal accentuation.

.It has long been known that increasing
voice effort is associated with a relative
emphasis at higher frequencies In an
early study [21-22] it was found that a 10
dB increase in the F region was
accompanied by about 4 dB increase in
the voice fundamental and 14-18 dB in
the . Fp-F3  region. This spectral
nonlinearity can be interpreted as Ry and
R, decreasing (F, increasing) with voice
effort: Local increments of this
magnitude are seldom encountered in
(si;;f;ech [26). The average intensity

erence  between  stressed  and
unstressed syllables is about 2 dB only
and 3 .dB with  high frequency
preemphasis. Twice these values are
normally encountered in  contrastive
lsltress marking. The intensity parameter
48 4 greater importance as a boundary
nAxar‘ker and shows temporal variations
similar to those of an accompanying F
declination within a phrase. 0
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HOW EMOTION IS EXPRESSED IN SPEECH AND SINGING

Klaus R. Scherer
University of Geneva

) ABSTRACT

This contribution focusses on some of
the major issues in the study of emo-
tional expression in the speaking and the
singing voice. Adopting a sociopsycho-
biological approach, it is claimed that
affect vocalizations have multiple de-
terminants and serve multiple functions.
Based on research examples, it is dem-
onstrated how these determinants can be
empirically distinguished. Furthermore.
recent data on emotion differentiation
via acoustical profiles is presented. Brief
allusions are made concerning the appeal
and the symbol functions of affect vo-
calization. Finally, an approach to study
emotional expression in the singin
voice is presented. £

lN’IFRODUCTlON
n his influential manu i
the Oraror, Cicero remarlzzls:o‘{Trﬁztr(em:rsé
as many movements of the voice as there
are movements of the soul, and the soul
1}5‘ strongly affected by the voice”, While
:h? terminology is no longer fashionable
is brief statement sumg up much of
what‘current research on the vocal e
pression of emotion in speech and mus)i:
ls.gm.pmcall).' documenting, In this con-
tribution, I will present some of the work

of our research or 1
t0 theory and datga .Oup, both with respect

MULTIPLE FUNCT]
1y ONS AN
ML“lthlIP.LlE DETERMINANTIS)
_ tle 1t has been custom
is;;ie;gvpc;l €xpression in animaz:lys ;?ircn(;r;‘
Inaicative of underlying affect; .
;)r rnhopva.uonal states [l}i, %eieﬁ:tcur‘:
C(e)arc : indicates that the situation is more
« r:'jxp_ex. Marler and his colleagues
kel;/sy”;g thde z}]larm calls of vervet mon.
€¥s, lound that calls are not in-
dllcanve of the emitter's fear s(t)ateo rt1>luyt l re
fz.i;o Zﬁegrf]ic l(l)l certain types of predatgl;z
- Alarm calls produced for
?agles or snakes, for example 1112?/2&{14%
€rent sounds, energy levels and frl A
ggﬁggz urange;. Therefore, Marler and h?;
sues reject the notion that an;
communication is limited to ierlld?cnalafg

the animal's emotional or motivational
state, arguing that most animal calls
have a very strong referential symbolic
component. Supporting this notion is the
observation that alarm calls seem to be
partially learned. Therefore, the alam
call system does not simply "push out"
the underlying affect but reflects the out-
come of predator classification, which
reflects md1m§ntary cognitive processes.
An exclusive emphasis on either a
mopvatlon-affect expression or a sym-
bolic function, neglects the fact that
most vocal signals are multifunctional.
Tl'u_e Organon model, developed by
Biihler [3], can be used to analyse the
functions of vocal affect signals. In this
model, a sign has three functions: as a
symbol in representing the object, event
or fact it stands for, as a symptom’ of the
state of 1hq sign user and as an appeal, or
signal, trying to elicit a response from
the receiver. The vervet monkey alarm
call, for example, serves all three: a)asa
symbol of different predators, b) as a
symptom of the fear state of the animal,
and c) as an appeal to others to run
away. Furthermore, these functions are
mutually interdependent: if a call refers
o an air predator, both the emotional
reaction and the appeal may be very dif-
ferent from one made in reference to a
ground predator - in the first case, both
emdmcr and receiver might seek shelter
llilne yex;n z?gl})lltlst}: and fr}(:_eze; in the second,
ecome hig i
gt b ighly activated and
neejc}p::)n from multiple functions we also
e consider multiple determinants.
e ve hsug_gestegi to distinguish be-
oaycen pus effects in which physiologi-
4 pl rocesses such as muscle tone push
O;Ia 1sations in a certain direction and
27: the_/‘jfecrs where external factors such
& aigf expectations of the listener pull
2 ect vocalisation toward a particu-
givenotl}fztxltc model [1]. In the push effect,
B muscle tone is likely to be
deer Ill sympathetic arousal, the fun-
oan alsz(l) bfregpency of the voice (F0)
other de igher. Pull effects, on the
and, are governed by social con-
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ventions such as display rules. These
cultural conventions influence the pro-
duction of signs required in social situa-
tions by specifying a particular acoustic
target pattern, as opposed to mental con-
cepts or internal physiological processes
which push out expression. This distinc-
tion is important in understanding the
differences between vocal productions.

Thus, push factors are defined as pro-
ducing changes in subsystem states in
the organism which have a direct effect
on vocalisation parameters. They work
largely involuntarily; the effects on vo-
cal organs and the resulting acoustic pa-
ramelers are almost exclusively deter-
mined by the nature and force of
physiological mechanisms. Pull factors
on the other hand, although they are
mediated through internal systems, are
externally based - they operate toward
the production of specific acoustic pat-
terns or models, as in the case of detailed
optimum signal transmission features or
socially defined signal values.

Clearly, the push/pull concept of two
major types of determinants of vocal sig-
nals is directly linked to the Bihler
model of multiple functions. One can
argue that the symptom aspect, i.e. the
expression of an internal state, represents
push, whereas the symbol and appeal
aspects represent pull. Different factors
might determine the nature of the ex-
pression in each case. And, it might be
the antagonism between push and pull,
e.g. high physiological arousal pushing
voice fundamental frequency up and the
conscious attempt to show “control”
pulling it down, which can produce
mixed or even contradictory messages. 1f
this were so, it would be important to
empirically isolate the two determinants.
Future research and theorizing in this
area will need to more clearly differen-
tiate between these multiple determi-
nants and multiple functions in order to
avoid futile controversies about the “true
nature” of affect vocalizations..

EMPIRICAL ASSESSMENT OF
MULTIPLE DETERMINANTS

We argue that the type of determinant
will have a major effect on the coding,
i.e. the relationship between the underly-
ing referent and the sign features. If,ina
push condition, muscle tension goes up
under stress, producing an increase in
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the fundamental frequency of the voice,
we would expect direct covariation be-
tween the amount of muscle tension in-
crease measured by electromyography
and the increase in fundamental fre-
quency as measured by digital voice
analysis. In this convariation model, we
would expect a continuous (and proba-
bly linear) covariation between the two
variable classes. The alternative is what
we call the configuration model [4]. The
configuration model is more "linguistic”
than the covariation model, itself more
psychological in nature. The configura-
tion model argues that to achieve a cer-
tain effect in the listener, one uses a par-
ticular combination of intonation, accent,
word and/or syntactic structure, e.g. a
rising intonation contour in a WH-
question, a falling one for in a Y/N
question. There are no variable dimen-
sions, no continua, in configuration ef-
fects: certain classes of phenomena have
to co-occur to produce an effect. In
terms of push and pull, push is likely to
follow covariance rules, while pull, if
anything, would follow configuration
rules. In trying to understand how com-
munication processes follow either a co-
variation or a configuration model, we
need to gather insight into the determi-
nants.

Scherer, Ladd and Silverman con-
ducted two studies to distinguish covar-
jation and configuration. The first [4]
used a corpus of questions (from a large
scale study on interactions between civil
servants and other citizens) that were
homogenous in structure, but that varied
in terms of pragmatic force. Some ques-
tions were clearly reproaches, though
phrased as WH_ questions, while others
were factual information questions. We
used three filtering or degrading tech-
niques to systematically isolate particu-
lar acoustic cues: a) low pass filtering, b)
random splicing, and c) reversing. (sce
(5] for a comparative list of the acoustic
cues retained by the respective tech-
niques).

The results show that even when the
text of the questions used is rendered
unintelligible, much of the affective
meaning remains in the acoustive signal.
This confirms the covariance model in
its claim that nonverbal vocal cues con-
vey affect in a direct and context-
independent way. However, this is true
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only for those masking conditions in
which voice quality cues are audible, i.e.
in the random splicing and reversing
conditions. In both of these conditions,
the intonation contour of the sentence is
lost or destroyed. This would seem to
imply that this feature of speech utter-
ances plays no major role in the com-
munication of affective meaning. Obvi-
ously, this is rather counter-intuitive and
contradicts empirical evidence showing
that this information is relevant for the
communication of affect. Could it be
that intonation follows configuration
rather than covariance rules? In order to
investigate this question with the speech
material in this study, we divided the
questions into WH and Yes/No ques-
tions and classified the intonation con-
tours into final fall and final rise [4]. The
results show that intonation contour ob-
viously has a strong effect on the im-
pression of speaker affect but it seems to
be mediated by context effects, verbal or
syntactic.

One might interpret these results as
reflecting the traditional descriptions of
"normal” or "unmarked" intonation for
the two different question types. The
supposedly "normal” combinations of
intonation type (i.e. falling WH ques-
tions and rising yes/no questions) were
Jjudged as more polite and agreeable.
"Marked” combinations on the other
hand were rated rather more negatively.
This clearly points to strong configura-
tion effects. It is possible then, to pre-
sume that some acoustic cues, such as
voice quality, operate according to co-
variance rules, whereas others, such as
intonation contours, are used in accor-
dance with configuration rules. This
would make sense in terms of a psycho-
biological approach to communication.
One could argue that those cues that
show a remarkable degree of phyloge-
netic continuity - such as the differential
nature of phonation which yields differ-
ent voice qualities - are closer to direct
covariance with physiological states. In
contrast, cues that have been domesti-
cated within a language system, such as
intonation, should follow a configuration
model.

In order to further test these notions,
we used digital resynthesis of speech in
order to be able to experimentally vary
different acoustic cues in a factorial de-
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sign. Such an approach obviously avoids
the disadvantage of using a natural cor-
pus, since it allows greater experimental
control of the variables under study. In a
series of studies [6,7], we used this
technique to systematically vary intona-
tion contour, FQ range, intensity, timing,
accent, structure, and other parameters.
The advantage of this procedure, as
pointed out above, is that all of these
acoustic features under study can be
manipulated independently of each other
in a factorial design while leaving all of
the remaining acoustic cues constant.
Three major types of findings will be
highlighted. First, we did not find any
interaction effects in the analysis of vari-
ance, suggesting that the acoustic vari-
ables we studied function largely inde-
pendently of each other. Secondly, in
those studies where we used several
speakers and several utterances, we
found virtually no interaction between
these factors and the acoustic variables
manipulated. This encourages one to
think that the effects can be generalised
over a wide range of speakers and utter-
ances. Thirdly, out of the variables stud-
ied, FO range had the most powerful ef-
fect by far on the judgment of the raters,
particularly on the attributions of
arousal. Furthermore, we were able to
show that these effects seemed to be a
continous function of changes in FO
range since arousal related ratings go up
in a linear fashion with increasing range.
Results for intonation contours and
voice quality were complex and seem to
require further study. In the case of into-
nation contours, this may well be due to
the important role of the configuration
model for this variable. In consequence,
we feel that the distinction between con-
figuration and covariance rules may be
very useful in understanding the com-
munication of affect in vocal utterances
and it would seem useful to continue this
type of research with the aid of modern
digital signal manipulation techniques.

ACOUSTIC EMOTION PROFILES
_The research reported above dealt
with affective states of relatively low in-
tensity as one is likely to encounter in
normal social interactions. Full-blown,
intensive emotions are difficult, if not
impossible, to study in an experimental
fashion. Therefore, much of the work on

ICPhS 95 Stockholm

the acoustic concomitants of emotion
has used actor portrayals of different
emotional states to obtain vocal expres-
sion samples that could then be analyzed
acoustically. Pittam & Scherer [8] have
summarized the state of the literature to
date as follows:

Anger: Anger generally seems to
be characterized by an increase in mean
FO and mean energy. Some studies,
which may have been measuring "hot”
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anger (most studies do not explicitly de-
fine whether they studied hot or cold an-
ger), also show increases in FQ variabil-
ity and in the range of FO across the ut-
terances encoded. Studies in which these
characteristics were not found may have
been measuring cold anger. Further an-
ger effects include increases in high fre-
quency energy and downward directed
FO contours. The rate of articulation
usually increases.
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Figure 2. Accuracy of emotion recognition in vocal actor portrayals (based on data
Sfrom[10}). The shaded parts of the bars represent confusions between members of the

same emotion family.

Fear: There 1is considerable
agreement on the acoustic cues associ-
ated with fear. High arousal levels would
be expected with this emotion, and this
is supported by evidence showing in-
creases in mean FO, in FO range, and
high frequency energy. Rate of articula-
tion is reported to be higher. An increase
in mean FO has also been found for
milder forms of the emotion such as
Wworry or anxiety.

. Sadness: As with fear, the find-
Ings converge across the studies that
have included this emotion. A decrease
In mean FO, FO range, and mean energy
is usually found, as are downward di-
rected FO contours. There is evidence
that high frequency energy and rate of
articulation decrease. Most studies have
Investigated the quieter, subdued forms
of this emotion rather than the more

highly aroused forms such as despera-
tion. The latter variant might be charac-
terized by an increase of FO and energy.

Joy: This is one of the few posi-
tive emotions studied, most often in the
form of elation rather than more subdued
forms such as enjoyment or happiness.
Consistent with the high arousal level
that one might expect, we find a strong
convergence of findings on increases in
mean FO, FO range, FO variability and
mean energy. There is some evidence for
an increase 1n high frequency energy and
rate of articulation.

Disgust: The results for disgust
tend to be inconsistent across studies.
The few that have included this emotion
vary in their encoding procedures from
measuring disgust (or possibly displeas-
ure) at unpleasant films to actor simula-
tion of the emotion. The studies using
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the former found an increase in mean FO,
whereas those using the latter found the
reverse - a lowering of mean FO. This
inconsistency is echoed in the decoding
literature.

Even though these results seem to in-
dicate a rather clear acoustic differentia-
tion of the major basic emotions, it can-
not be excluded that many of the differ-
ences are due to a simple arousal factor -
high sympathetic arousal, which is typi-
cal for several emotions, driving up F0,
energy, and high-frequency spectral en-
ergy. The issue of whether vocal ex-
pression only indexes sympathetic
a{ousal, rather than qualitative emotion
differences (as found in prototypical fa-
cial expressions) has been one of the
major concerns in this area [9].
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A study recently conducted by our re-
search group allows an advance with re.
spect to this issue. 12 professional actors
were asked to portray 14 emotions
varying in intensity and valence or qual-
ity [10]. A total of 224 different por-
trayals, 16 per emotion category, were
presented to judges who were asked to
decode or infer the emotion category in-
tended by the sender or encoder. The
results on decoding replicate and extend
carlier findings demonstrating the abil-
ity of judges to infer vocally expressed
emotions with much better than chance
accuracy for a large number of emotions,
Figure 1 presents the differences in rec-
ognition accuracy across the 14 emo-
tions. Consistently found differences in
the recognizability of different emotions
are also replicated.
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Figure 2. Acoustic profiles
Banse, & Scherer, w

_ All 224 portrayals were subjected to
digital acoustic analysis to obtain pro-
files of vocal parameters for different
emotions, using a large set of acoustic
variables. Figure 2 presents the acoustic
profiles for some of the most interesting
emotions. The data provide first indica-
tions that vocal parameters not only in-
dex the degree of intensity typical for
different emotions but also differentiate
valence or quality aspects, They also
suggest that with further refinement in
acoustic measurement it mj ght be possi-
ble to determipe stable acoustic profiles
for most emotions - provided that appro-
priately differentiated emotional states
are used {9]. Discriminant analysis and

N

Jor three selected emotions S ibuti
. . oee contribution by Johnstone,
this volume, for the legend of acoustic variables. g

Jack-knifing were used to determine how
well the 14 emotions can be differenti-
ated on the basis of the vocal parameters
measured. The results show remarkably
high hit rates and patterns of confusion
that closely mirror those found for lis-
tener-judges. It could also be shown that
much of the variance in the judges’ in-
ferences could be predicted on the basis
of the acoustic measurements, allowing a
more detailed assessment of the acoustic

cues that listeners use in inferring emo-
tion from the voice.

APPEAL FUNCTIONS OF AFFECT
VOCALIZATION
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Research on the signalling or appeal
aspect of vocal affect expression is par-
ticularly underdeveloped. However, it is
possible to make a case for an important
appeal function of vocal emotion ex-
pression in social influence settings, par-
ticularly persuasion. For example, it can
be argued that appropriate emotional ex-
pression by a persuader will tend to in-
crease the effectiveness of the persuasive
message because of a) the attribution of
greater credibility and trustworthiness to
the sender, and b) the production of ap-
propriate emotions in the audience
which may induce the desired attitudes
or behaviors or make the cognitive proc-
essing more amenable to accepting the
message emitted by the persuader [11].

SYMBOLIC, REFERENTIAL
FUNCTIONS OF VOCAL AFFECT
EXPRESSION

I ventured a rather speculative pro-
posal on how one might conceive of the
symbolic function of vocal affect signs
by arguing that the acoustic charateris-
tics of an emotional vocalisation reflect
the complete pattern of the cognitive ap-
praisal process that produced the emo-
tional state in the sender. This informa-
tion about the criteria used in the emo-
tion-antecedent evaluation should allow
the listener to reconstruct the major fea-
tures of the emotion producing event and
its effect on the speaker [12]. In order to
explain this postulate I have to expose
some recent theorising on emotion,
Many theorists in the field of psy-
chology of emotion seem convinced that
most human emotions are preceded by
cognitive evaluation of events and situa-
tions (although the type of cognitive
process can be relatively low level,
automatic and unconscious). If this is the
case, then knowing an organism's emo-
tional state should allow us to infer the
emotion eliciting cognitive processes,
and thus, the approximate nature of the
emotion eliciting event. If listeners are
able to identify a particular emotional
state of the sender from the acoustic
features of the vocalisation, thus infer-
ring the nature of the emotion producing
event, then one might claim a symbolic
function for emotional vocalisations.
One could go even further. We are not
only able to identify emotional states on
the basis of acoustic cues, we may even
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have direct access to the results of the
cognitive appraisals that have produced
a particular emotional state. It is possible
to elaborate predictions on how we
would expect the major phonation char-
acteristics to vary as a result of the major
emotion antecedent evaluation criteria
[1.9). (The data from the actor portrayal
study reported above were used to test
these theoretical predictions on vocal
patterning based on the component proc-
ess model of emotion. While most hy-
potheses are supported, some need to be
revised on the basis of the empirical evi-
dence.)

If this line of reasoning is correct, one
might conclude that by appropriate in-
ferences from particular acoustic cues,
receivers should be able to judge not
only the nature of the emotional state of
the speaker but also, and maybe even
more directly, the outcomes of the pat-
tern of cognitive appraisals which have
produced the respective emotional states.
In consequence, listeners should also be
able to infer the approximate nature of
the emotion producing event or situation
as well as information about the
speaker's ego involvement and coping
potential. If this were the case, and if this
effect were to be powerful enough to
transcend individual ideosyncracies and
the influence of contextual clues, then
one would be justified in claiming a
symbolic representational function for
nonverbal vocal affect expression.

EMOTIONAL EXPRESSION IN
SINGING

One can argue that emotion vocaliza-
tions might be at the root of all of human
speech and singing [13]. It is not surpris-
ing, then, that much of what has been
said above about multiple functions and
multiple determinants is also true for
singing. The acoustic signal produced by
a singer reflects his or her emotional
state, produces affect in the listeners, and
often symbolizes abstract notions about
emotionality (as shown.for example, in
the Affectenlehre of Baroque opera).
Reviews of the literature on all three of
these aspects can be found in [14,15].

Unfortunately, empirical work is
scarce in this area. I will conclude this
contribution with an illustration of a re-
cent study of our group on emotional
expression in operatic singing [16]. Two
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excerpts from the cadenza in Ardi gli
incensi from Donizetti's opera Lucia di
Lammermoor were acoustically analyzed
for five recorded versions of the air by
Toti dal Monte, Maria Callas, Renata
Scotti, Joan Sutherland, and .Edita
Gruberova. The measured acoustic pa-
rameters of the singing voices were cor-
related with preference and emotional
expression judgments, based on pairwise
comparisons, made by a group of expe-
rienced listener-judges. In addition to
showing major differences in the voice
quality of the five dive studied, the
acoustic parameters permit one to de-
termine which vocal cues affect listener
judgments. Furthermore, two component
scores, based on a factorial-dimensional
analysis of the acoustic parameters, al-
low the prediction of 84% of the vari-
ance in the preference ratings. Thus, we
were able to show 1) that the different
interpretations elicited significantly dif-
ferent listener ratings of emotional ex-
pressiveness, 2) that the voice samples
of the five singers differ quite substan-
tially with respect to objective acoustic
variables, and 3) that we can quite suc-
cessfully predict listener attributions on
the b;asjs of the objective acoustic char-
acteristics.
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IN SINGING AND SPEECH
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ABSTRACT

Subglottal pressure is determined by
muscular forces, elasticity forces, and
gravitation and represents the major
control parameter for vocal loudness. In
neutral speech subglottal pressure is
generally rather constant, while in
emotive speech it is quite variable. In
singing it is varied also with FO. As
subglottal pressure affects pitch, singers
need to learn a virtuosic breath control to
stay in tune.

INTRODUCTION

Lately, several advances have been
made in our understanding of subglottal
pressures in singing. After the pioneering
investigations by Proctor, Mead, and
associates [1], summarized in Proctor
[2], important contributions on breathing
kinematics have been made by Hixon and
associates [3]. During the eighties, the
author had the privilege of carrying out a
series  of investigations of singers'
breathing together with the neurologist
Curt von Euler and the late phonialricviam
Rolf Leanderson [4], {5], [6]. Here, the
angtomy and physiology of the breathing
apparatus will first be reviewed, and then
certain  characteristics  of  subglottal
pressures in singing and speech will be
described.

THE BREATHING APPARATLUS
Overpressures  of the air below the
glottis, henceforth subglottal pressure, is
produced by decreasing the volume of
t.he rib cage. There are three ditferent
forces that influence this pressure:
musc.'ul;u' forces, elasticity forces and
gravitation. The main muscular forces are
e).(erted by the intercostal muscles, the
diaphragm, and the abdominal wall
muscles. The intercostals join the ribs.

The external intercostals widen the rib
cage by lifting the ribs, and so provide an
inspiratory muscle force. The internal
intercostal muscles decrease the rib cage
volume. The diaphragm is an inhalatory
muscle inserting into the lower contour
of the rib cage. When contracting, it is
flattened so that the floor in the rib cage
is lowered, and lung volume is increased.
With the body in an upright position, the
diaphragm muscle can be restored to its
upward-bulging shape by means of the
abdominal wall muscles. By contracting,
these muscles press the abdominal
content upward, into the rib cage, so that
the diaphragm, the floor in the rib cage,
moves upward and the lung volume is
decreased. Consequently, the abdominal
wall muscles are exhalatory.

The external and internal intercostals
represent  a paired muscle group
producing inspiratory and expiratory
forces. The diaphragm and abdomina
wall the represent a similar paired muscle
group for inhalation and exhalation. In
costal breathing, the intercostals are used
for respiration, and in ventricular
breathing the diaphragm and abdomen
are used as respiratory muscles. Mostly a
combination of costal and abdominal
breathing is used.

The volume of the abdominal content
cannot be altered appreciably. Therefore,
when the diaphragm contracts, it presses
the abdominal content downward which,
in turn, presses the abdominal wall
outward. If the abdominal wall remains
flat during inspiration, this means that
only the intercostal muscles were used.
An expansion of the abdominal wall
during phonation is not necessarily a sign
of diaphragmatic activation. It may
equally well result from the increased
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lung pressure that is required  for
phonation, because an overpressure in
the lungs is transmitted downward
through the diaphragm so that the
subglottic pressure exerts a pressure on
the abdominal wall. By contracting the
abdominal wall muscles, this expansion
can be avoided.

Apart from these muscular forces,
there are also elasticity forces. The
magnitude of these forces depends on the
amount of air contained in the lungs, or
the lung volume. The lungs always
attempt to shrink, somewhat as rubber
balloons, when hanging inside the fib
cage. They are prevented from doing so
by the fact that they are surrounded by a
vacuum. The lungs therefore exert an
entirely passive expiratory force which
increases with lung volume. This force
corresponds to a pressure that may
amount to around 20 cm HpO after a
maximum inhalation and after a deep
exhalation, it is only a few cm HO.

If the rib cage is forced to deviate
from its rest volume, e.g., because of a
contraction of the intercostal muscles, it
strives to return to a smaller volume.
Therefore, also the rib cage produces
elastic forces. At high lung volume a
passive expiratory force is generated that
may produce an overpressure of about 10
cm HyO. Conversely, if the rib cage is
squeezed by the expiratory intercostal
muscles, it strives to expand again. After
a deep costal exhalation, the resulting
passive expiratory force may produce an
underpressure of about -20 cm H70.

Subglottal pressure is affected also by
gravitation. In an upright position, the
abdominal content is pulling the
diaphragm  downward  and  hence
produces an inhalatory force. In supine
position, gravitation strives to move the
abdominal content into the rib cage and
so produces an exhalatory force.

As the elasticity forces are both
exhalatory and inhalatory, depending on
lung volume, there is a particular lung
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volume, at which these passive forces are
equal. This lung volume value is called
the functional residual capacity (FRC).
As soon as the lungs are forced to depart
from FRC by expanding or contracting,
passive forces try to restore the FRC vol-
ume.

REGULATION OF SUBGLOTTAL
PRESSURE

Above we have seen that subglottic
pressure is dependent on the activity in
different respiratory muscles plus the
lung volume dependent passive elasticity
forces, plus the posture dependent
influence of gravitation. The muscular
activity required for maintaining  a
constant subglottic pressure is dependent
on the lung volume because the elasticity
forces of the lungs and the rib cage strive
to raise or to lower the pressure inside
the lungs, depending on whether the lung
volume is greater or smaller than the
functional residual capacity, FRC. When
the lungs are filled with a large quantity
of air, the passive exhalation force is
great, and it generates a high pressure. If
this pressure is too high for the intended
phonation, it can be reduced by a
contraction of inhalatory muscles. The
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Figure 1. Variation of subglottal

pressure during  variation of vocal
loudness. The top curve shows sound
level, the middle curve esophageal
pressure, and the bottom curve FO.
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Figure 2. Variation of subglottal
pressure with pitch. The graph shows a
rfzgistration from a professional baritone
singer  performing a  sequence of
alternately ascending and descending
octave intervals. The top curve shows
esophageal pressure captured by gq
GELTEC pressure transducer, and the
bottom curve FO. The wiggles in the
esophageal pressure reflect pulse beats.

need for this activity then gradually
decreases as the lung volume decreases,
reaching zero at the lung volume where
the elasticity forces provide the target
pressure. Beyond this point the muscles
of exhalation must take over more and
more., thus compensating for the in-
Creasing inhalatory recoil force of the
Increasingly compressed rib cage.

tl:?Vhen alv;/el speak, we generally use
Tather small lung volumes, typicall just
abov;l FRC [7], [8]. Utfxxc)ier ythJcse
conditions, the elasticity forces are not
very §tr0ng. In singing, larger portions of
the vital capacity are frequently required.
Thus ‘long phrases may be initiated at
very high lung volumes ang end when the
lungs nearly depleted [7). Under these

c_onditjons, the elasticity forceg are con-
siderable.

Subglottal pressure in singing

Ideally, subglottal pressure g
measured by inserting a fine needle into
the trachea, obviously a rather intrusive
method. However, it can be measl;red
also as the mouth pressure during [p]-
occlusion [9], [10], [11).

As rpentioned, subglottal pressure is
the- main  physiological parameter for
vanation of vocal loudness, Figure |
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illustrates this. It shows the sound level
and the underlying subglottal pressure in
a singer who alternates between subito
Jorte and subito piano at constant pitch,
Sound level and subglottal pressure
change quickly and in synchrony between
two rather stationary values such that
Square-wave-like patterns emerge.

In singing, variation of subglottal
pressure is required not only for loudness
variation but also with pitch [12]. When
we increase pitch, we stretch the voc|
folds. It seems that stretched vocal folds
require a higher driving pressure than
more lax vocal folds [13]. Figure 2
illustrates this pitch dependence in terms
of a recording of a singer performing a
series of alternating rising and falling
octave intervals. It can be observed that
the higher pitch was produced with a
much higher pressure than the lower
pitch. The wrinkles in the pressure curve
represent the singer’s heart beats and the
undulations in the FO curve correspond
to the vibrato. Figure 3 illustrates the
combined dependence of subglottal
pressure on loudness and pitch in a
singer. As subglottal pressure affects
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Figure 3. HNlustration of the dependence
of subglottal pressure on pitch and
loudness. Pressures were captured as the
oral pressure during [p]-occlusion for
the tones in ascending chromatic scales
sung at low, middle and high vocal
loudness by q professional tenor. From
Clevelund & Sundberg, [12].
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Figure 4. Pitch and loudness dependent
variation of subglottal pressure in
singing. The top, middle and bottom
curves represent sound level, oral
pressure during [p]-occlusion, and FO in
a  professional  baritone singer
performing an  exercise with an
ascending triad on the pitches of a major
tonic chord up to the duodecime
followed by a descending dominant
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pitch, an error in the subglottal pressure
is manifested not only as an error in
loudness, but also as an error in pitch.
Therefore singers must tune their
subglottal pressure quite accurately.
Accordingly, one finds very well-formed
subglottal pressure patterns in proficient
singers. Figure 4 illustrates this. It shows
the pressures produced by a baritone
singing an ascending triad on the tonic
chord and a descending triad on the
dominant seventh chord. Note that the
singer did not give the top pitch the high-
est pressure. Instead, the peak pressure is
given to the first note after the top note.
At this note the new dominant chord
appears which would represent the
musical peak of this phrase.
Consequently, the singer gives this note
the main stress [14].

The skill required for an accurate
reproduction of this exercise is obviously
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very high, and it is even greater if the
tones are sung staccato rather than
legato. In staccato, the vocal folds must
open the glottis during the silent
segments. For this to be possible without
wasting air, subglottal pressure must be
reduced to zero during the silent intervals
between the tones. As a consequence, the
singer has to switch from the target
value, that was required for the pitch,
down to zero during the silent interval,
and then up to the new target value
which is different from the previous one.
A failure to reach the target pressures is
manifested as a pitch error. This pitch
error becomes quite substantial in loud
singing, particularly at high pitches. From
the point of view of breath and pitch
control, this exercise is clearly virtuosic.

Subglottal pressure in speech

Subglottal pressure during speech has
been studied in several investigations (for
an excellent overview, see Ohala, 1990
[15]). Earlier it was believed that in
speech each syllable was produced with a
subglottal pressure peak. However, this
was not confirmed in later investigations.
Rather, subglottal pressure has been
found to be rather smooth and constant,
at least in neutral speech. Occasional
peaks occur but are presumably caused
by downstream variations in flow
resistance, e. g., during consonant
production [15]. In emphatic or emotive
speech, on the other hand, subglottal
pressure peaks are frequently observed.
An example comparing the same
subject’s neutral and emphatic speech is
shown in Figure 5. In neutral speech,
void of emphatic stress, it seems
sufficient to signal stress by FO gestures
and syllable duration while in emphatic
and emotional speech also subglottal
pressure is recruited.

In normal speech, changes in overall
vocal loudness are generally associated
with shifts in overall FO; the louder the
speech, the higher the mean FO. This
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Figure .5. F0 and subglottal pressure (upper and lower curves) during neutral and
f’mphanc speech. The underlined words were emphasized. Emphasis is realized by
increase of subglottal pressure. After Lieberman [16]. '

Covariation has been analyzed, revealing
high degrees of correlation [17). The
average growth was found to be about
0.4 semitones per dB increase of
equivalent sound level. From a measured
sound level change, it is possible to
foughly estimate the underlying increase
In subglottal pressure; a doubling of
subglottal pressure leads to an increase in

sound level of approximately 9 dB [18],
[13]). The effect of a subglottal pressure
increase on pitch can also be estimated:
on the average, a 1 cm H;0 rise in
subglottal pressure results in a F)
increase of about 4 Hz [19], [201.
According to Gramming & al. [17] the
postulated pressure increase could indeed
explain all of the increase in FO. Thus, the
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subjects did not seem to bother to use the
pitch-raising musculature in order to
raise their voice pitch in loud reading.
Instead, the pitch just increased passively
because subglottal pressure was raised.

Figure 6 shows a graph from an
investigation of a professional actor [21].
The esophageal pressure was measured
while the subject read a poem as during a
theatre play. Several short subglottal
pressure peaks can be seen, unexpectedly
appearing during the production of
voiced consonants. It seems difficult to
explain these high pressure peaks as the
results of downstream varations of
airtlow resistance. A more plausible
explanation is that they were deliberately
produced with the purpose to increase
the audibility of the consonants.
Unfortunately, only one actor was
studied.

CONCLUSIONS

There are great differences in the
subglottal pressure behavior in speech
and singing. In neutral speech, subglottal
pressure is used mainly for control of the
overall vocal loudness and is thus
basically constant. In singing, subglottal
pressure is tailored with regard to both
pitch and loudness and must therefore be
varied within wide limits. As pitch may
change at intervals of 200 ms or shorter
in singing, subglottal pressure must be
changed quickly. Furthermore, as a
change in subglottal pressure affects FO,
singers also need to match the target
subglottal pressures quite accurately. In
speech, loudness and pitch are typically
interdependent, so that a rise in loudness
is associated with a rise in mean FO. In
neutral speech a narrow range of lung
volumes just above FRC is used and
hence the elasticity forces contributing to
subglottal pressure are moderate. In
singing these forces represent an
important factor, since wide ranges of
lung volumes are used. Thus, the
demands raised on the breathing
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apparatus are much higher in singing than
in speech.
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ABSTRACT

How does visible speech contribute to
speech perception? Extant theories and
their methodological implementations
are evaluated and the process of mul-
timodal integration is discussed.
Separate operations of the Fuzzy Logical
Model of Perception (FLMP) are
clan'fied and found to be consistent with
empirical phenomena. An important
property of the FLMP is that multiple
representations can be held in parallel,
We also discuss appropriate methods for
model testing,

THEORIES OF BIMODAL SP|
PERCEPTION EEcH

The occurrence of this symposium
attests to the powerful impact that visi-
ble speech has been shown to have in
facc-lo-'facc comrmunication, and the
Tecent interest scientists have shown in
the process of multimodal integration.
The natural integration of several
Sources of information from several
modalities provides a new challenge for
theoretical ‘accounts of speech percep-
ton.  Although it g potentially
dangerous o interpret  how  extant
theories .are impacted by the positive
role of visible speech, we see a negative
1m;(;)act fc;r several of them,

ne class of theory seems to be ej
contradnctpd or at least placed oull;?sé
the domain of bimodal speech percep-
ton. Psychoacoustic accounts [1] of

N

fails in the arena of auditory speech per-
ception [2].

Three other theories have survived or
even basked in the findings of audible-
visible speech perception. The Gib-
sonian theory [3] states that persons per-
ceive the cause of the sensory input
directly. In spoken language, the cause
of audible-visible speech is the vocal-
tract activity of the talker. Accordingly,
1t 1s reasoned that visible speech should
influence speech perception because it
also represents the vocal-tract activity of
the talker. Furthermore, by this account,
vocal tract activity can be picked up
directly from touching the speaker’s
mouth [3] which was found to influence
the perceiver’s interpretation of the audi-
tory speech presented at the same time.
Fowler and Dekle [3] interpret their
results as evidence against the FLMP
bccqusc there would be no haptic infor-
mation  available in  the prototype
descriptions.  Normal perceivers  sup-
pose.dly have not experienced directly
haptic information, nor have they experi-
enced acoustic and haptic information
about _Speech  occurring  together.
Accordingly, there would be experience
that would allow the development of the
appropnatc. prototype  descriptions.
However, it is only natural to relate
experience along one modality to expeni-
ence along others.

As  speakers and perceivers  of
language, we can easily describe what
global ~ haptic ~ differences would be
between /ba/ and /da/, for example. It
should not be surprising if perceivers are
influenced by haptic information when
haptic and “acoustic information are
presented  jointly in  a  speech
identification” experiment. As noted by
Brunswik and demonstrated in many
€xpenments, perceivers have difficulty
selectively attending 1o just a single
dimension of (he stimulus  input.
Independently of the intentions of the
observer, he or she tends to integrate
multiple sources of information, Given
the compatibility of the results with the

P, the results do not unambiguously
support the idea that it is the events of
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the articulatory tract that are perceived.
If an uppercase letter is drawn on a
person’s back, it can be recognized even
though the person has never experienced
this event previously. Its accurate recog-
nition does not mean that reading letters
involves direct perception of the
handwriting movements that produced
the letter. Rosenblum and Fowler
(1991) also state that the FLMP cannot
predict a contribution of visual effort on
perceived loudness. They state that the
model does not have loudness proto-
types. However, they interpret the use
of prototypes in the model much too
rigidly. As stated in several venues,
“prototypes are generated for the task at
hand" (4, p. 17]. Our experience as per-
ceivers of speech in face to face com-
munication includes the positive correla-
tion between loudness and perceived
vocal effort by the talker.

The Motor theory assumes that the
perceiver uses the sensory input to best
determine the set of articulatory gestures
that produced this input [5, 6]. One con-
sistent theme for this theory has been the
lack of a one-to-one correspondence
between the auditory information and a
phonetic segment. The inadequate audi-
tory input is assessed in terms of the arti-
culation, and it is only natural that visi-
ble speech could contribute to this pro-
cess. The motor theory has not been for-
mulated, however, to account for the
vast set of empirical findings on the
integration of audible and visible speech.
Traditionally, the motor theory assumes
that listeners analyze the acoustic signal
to generate hypotheses about the articu-
latory gestures that were responsible for
it. The outcome of the hypothesis test-
ing is derived from the listener’s speech
motor system. Although the motor
theory is consistent with a contribution
of visible speech, it has difficulty in
accounting for the strong effect of
higher-order linguistic context in speech
perception [4]. That is, there is nothing
in this theory, grounded in modularity,
that would allow context to penctrate the
the “innate vocal tract synthesizer."

Remez and his colleagues [7] use the
perception of sine-wave speech to argue
for a view of speech perception very
similar to our own.. They assume that
the distal objects of perception are
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phonetic objects. We agree, but would
replace phonetic with linguistic so as not
to limit ourselves to a particular type of
object, or to preclude higher-order
recognition at the word or sentence level
without recognition at the phonetic level.
People might easily perceive a word
without being aware of the phonetic seg-
ments that make it up. Remez et al
assume that there is an unlimited set of
cues that can be used to perceive a mes-
sage. These cues have no prior grouping
relationship to one another: the meaning-
fulness of the input binds them together.
Neither the Gestalt laws of organization
nor a schema-based grouping [8] can
account for the perceptual grouping of
these cues. Finally, somechow the
appropriate sensory convergence takes
place without reference to prototypes or
standards in memory.

The major difference between the
Remez et al. view and our view prob-
ably has to do with the role of prototypes
or standards in memory. We have
shown that perception occurs in the
framework of one’s native language [9,
10]. The same speech signal has very
different consequences for speakers of
different languages. It is difficult to
comprehend how this could occur
without a central role of memory.

INTEGRATING AUDIBLE AND
VISIBLE SPEECH

More generally, many of us have
grappled with the appropriate metaphor
for audible-visible speech perception. A
simple metaphor comes from the use of
visible information in speech recognition
by machine [11]. The auditory informa-
tion is the workhorse of the machine,
and the visible information is used in a
relatively posthoc manner to decide
among the best alternatives determined
on the basis of the auditory information.
At a psychological level, this model is
similar to but differs from an auditory
dominance model in which the percep-
tion is controlled by the auditory input
unless it is ambiguous [9]. An ambigu-
ous auditory input forces the system to
use the visible information.

Other metaphors build on the idea of
combination or integration. Somehow
the visible and auditory information is
combined, integrated, or joined together.
The formalization of this operation is



Vol. 3 Page 108

hotly debated. The two inputs are said
to be fused [4], morphed, or converged
[6] Fusion and morphing imply some
type of blending, whereas convergence
appears to be a brain metaphor describ-
ing how the different brain systems pro-
cessing inputs from separate modalities
converge for further processing in
another brain area. The nature of this
blending thus becomes a focal point for
Investigation and theorizing. We believe
that _thesc metaphors must be refined to
specify the mathematical manner in
which the different modalities are com-
bined.

Of these major theories of speech per-
ception, only the FLMP has provided a
formal Quantitative description of how
the auditory and visual sources are pro-
cessed together to determine perceptual
recognition. The FLMP is well-qualified
for describing the integration of audible
and visible speech because it is centered
around the theme of the influence of
multiple sources of information. In
addition, addressing the nature of the
Integration process cannot be adequately
gddressqd independently of the dynam-
ics of bimodal speech perception, and it
is only the FLMP that takes a stand on
the time course of audible-visible speech
perception.  As shown in Figure 1, the
model consists of three opcrat;onS‘
feature evaluation, feature integmtion.
and decision. The sensory systems’
transduce the physical event and make
available various sources of information

called features. These continuously-
valued features are evaluated, integrated
gnd matched against prototype descn'p-'
don.s'm Mmemory, and an identification
“ecision is made on the basis of the rela-
it:t"?) Hgnz(:idness—ptﬁ-match of the stimulus
on wi
desermtmn the relevant prototype
During feature evaluati
features of the stimulus are eva(;?x’atcduil:
terms of prototype descriptions of per-
ceptual units of the perceiver’s language
for each featur_e and for each prototy]gx:.
%z:)mre evaluation provides informatior{
?h ut the degree to which the feature in
€ signal matches the correspondin
_featur; value of the prototype Somg
Investigators have argued agai.nst thi:
l<;a1rly analygls of the input relative to
owledge in memory. However, it is
well-documented that speech percéption
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Figure 1. Schematic representation of
the three processes involved in perceptu-
al recognition. The three processes are
shown to proceed left to right in time to
xllustrate'their necessarily successive but
overlapping processing. These
processes make use of about prototypes
stored in long-term memory. The
sources of information are represented
by uppercase letters. Auditory informa-
tion is represented by A; and visual in-
Jormation by V. The evaluation process
transforms these sources of information
into psychological values (indicated by
lowercase letters a; and v;) These
Sources are then integrated to give an
overall degree of support, s, for a given
speech_ alternative k. The decision
operation maps the outputs of integra-
fion into some response alternative, Ry.
The response can take the form of a
discrete decision or a rating of the de-
gree to which the alternative is likely.
occurs in real time and we see no
Justxﬁc_ation for some type of temporal
delay in the contact of sensory input to
information in memory. As an example,
we have evidence that speech readers
begin accumulating information of a /ba/
even before stop closure [11].

During the ‘second operation of the
model, called feature integration, the
features (actually the degrees of
matches) corresponding to each proto-
type are combined (or conjoined in logi-
cal terms). The outcome of feature
Integration consists of the degree to
which each prototype matches the
stimulus. The third operation is decision.
During this stage, the merit of each
Televant prototype is evaluated relative
1o the sum of the merits of all relevant
prototyp;s. This relative goodness-of-
match gives the proportion of times the

A A
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stimulus is identified as an instance of
the prototype, or a rating judgment indi-
cating the degree to which the stimulus
matches the category. A strong predic-
tion of the FLMP is that the contribution
of one source of information to perfor-
mance increases with the ambiguity of
the other available sources of informa-
tion.

Clarifying the FLMP

Some clarification of the FLMP is
necessary because neither real process-
ing nor predicted processing corresponds
to a strict single channel discrete flow of
information. The three processes shown
in Figure 1 are offset to emphasize their
temporal overlap. Evaluated informa-
tion is passed continuously to integration
while additional evaluation is taking
place. Although it is logically the case
that some evaluation must occur before
integration can proceed, these two
processes overlap in time. Similarly,
integrated information is continuously
made available to the decision process.

It is also necessary to emphasize that
information transformed from one pro-
cess to another does not obliterate the
information from the earlier process.
Thus, evaluation maintains its informa-
tion even while simultaneously passing
it forward to the integration process.
This parallel storage of information does
not negate the sequential process model
in Figure 1. What is important to
remember is that transfer of information
from one process to another does not
require that the information is lost from
the earlier process. Integrating auditory
and visual speech does not compromise
or modify the information at the evalua-
tion process. In the FLMP, the represen-
tation at one process continues to exist in
unaltered form even after it has been
“"transformed” and transmitted to the fol-
lowing process. As an example, the
abstract or amodal categorization of a
speech signal does not replace its mul-
timodal sensory representation. The
simultaneous maintenance of several
levels of information is central to the
FLMP. We have shown that perceivers
can report modality-specific information
being maintained at feature evaluation
after this same information has been
combined at feature integration [11, 12].
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More generally, information in the
evaluation  process maintains  its
integrity, and can be used independently
of the output of integration and decision.
Perceivers are not limited to only the
output of integration and decision: they
can also use information at the level of
evaluation when appropriate. It is well-
known, for example, that the relative
time of arrival of audible and visible
speech can greatly reduce the uncer-
tainty about voicing [13, 14]). We know
since the time of Hirsh’s seminal studies
[15] that perceivers are highly sensitive
to temporal onset differences in the two
modalities. It would not be surprising,
therefore, if perceivers used this tem-
poral asynchrony as a cue to voicing.
Furthermore, the temporal asynchrony
should be conceptualized as a derived
cue that can be integrated with other
audible and visible cues.

The FLMP predicts prototypical
results of integration, as in the case in
which a visual /da/ and an auditory /ba/
produces the percept /'a/. However, it
is not inconsistent with a perceiver’s
ability to determine the temporal rela-
tionship between the auditory and visual
input, as in the case when the temporal
alignment of the lip movements and
auditory tone pulses generated by vocal
fold activity can be used as a cue to
voicing. This latter phenomenon was
used [13] to argue against the indepen-
dence assumption of the FLMP—that
the two sources of information are
evaluated independently of one another.
By independence, however, we simply
mean that the representation of one cue
at evaluation is not modified by another
cue.

The degrees of support provided by
the features from one modality for a
given alternative are not modified by the
information presented along  other
modalities. At the same time, the tem-
poral relationship between two modali-
ties might be used as an additional
source of information. This comparison
could therefore make available "higher-
order” multimodal information indicat-
ing the temporal relationship between
the audible and visible speech. This
relative time of arrival could accordingly
be used as a cue to voicing, which would
be sent forward to the integration pro-
cess. Comparisons across modalities
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could also provide information about the
degree to which there was a phonetic
discrepancy, and permit perceivers to
make some other judgment such as rat-
ing the degree to which there was a
discrepancy between the auditory and
visual inputs [8]. The assumption of
independence does not imply that there
is no knowledge about what information
is available from each modality, and
when it is available.

Modality-Specific Representations
We have demonstrated that observers
havc; access to modality-specific infor-
mation at evaluation even after integra-
tion has occurred. This result is similar
to the fact that observers can report the
degree to which a syllable was presented
even though they categorically labeled it
as one syllable or another. A system is
robust when it has multiple representa-
tions of the events in progress, and can
draw on the different representations
when necessary. In the Massaro and
Ferguson [11] study, 20 subjects per-
formed both a perceptual identification
task and a same-different discrimination
task. The;e were 3 levels (/ba/, neutral
/da/) of visual information and 2 levels'
ba/, /dafy of auditory. This design
gives 6  unique syllables for
14ent_1ﬁqat19n, and there were 20 types of
discrimination trials: 6 types of same tri-
als, 6 types of trials with auditory dif-
ferent, 4 types of trials with visual dif-
ferent, and 4 types of trials with both
aud’ll_tl?ry ang.visual different.

‘he predictions of the FLM
derived for both tasks, and the otl:sev:S
results of both tasks were described with
the Same set of parameter values. For
Integration in the identification task the
degree of auditory support for the z;ltcrv
n;m_ve /a/ in a two-altemative forced
/cb oice task 18 3i. The visual support for

a/ is a\;,'Wlth Just two alternatives /ba/
and /da/, if a visual feature supports /ba/
;g degree vj. then it supports alternative
ma/ to qlegrec (1 ~v;j), and similarly for

€ auditory feature, In this case, the
overall support for alternative ’/ba/

S > . L
is(/ba/), g1ven audible and visible speech,

S(baf) = ay,; )
The support for /da/, S¢/day) is equal to
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S(day=(1-a)1-v) ()

The predictions of a /ba/ jud
P(/ba)), is equal to Jicement

_ a;v;
POb) = ey Ty

_ Given the FLMP’s prediction for the
identification task, its prediction for a
same-different task can also be derived,
Faced with a same-different task, we
assume that the observer evaluates the
difference along both the auditory and
visual modalities and responds different
if a difference is perceived along either
or both modalities. Thus, the task is
basically a disjunction decision within
the framework of fuzzy logic. The per-
pelch difference, d,, between two levels
Jand j+1 of the visual factor is given by

dv = Vj = Vj+l. (4)
Analogously, the perceived difference

d,, pctwccn two levels i and i+1 of the
auditory factor is

da=a;— ay,. )

vaer! two bimodal speech syllables, the
perceived difference, d,,, between them
can be derived from the FLMP’s
assumption of a multiplicative conjunc-
tion rule, using DeMorgan’s Law,

dva=d, +d,-d.d,. )

It is also assumed that the participant
computes the degree of sameness from
the degree of difference, using the fuzzy
logic definition of negation. In this case,
the degree of sameness, Sva» 15 €qual to

Sva=1-d,, M

The participant is required to select a
same” or "different” response in the
discrimination task. The actual same or
different response is derived from the
RGR. The probability of a different
response, P(d), is thus equal to

Pd) = H-d"—sv =dya, ®

va + a

where d,, is given by Equation 3.

The predictions of the FLMP were fit
10 both the identification and discrimina-
tion tasks of each of 20 subjects. For
each subject, all 26 points were fit with
the same set of parameter values. The
Stmultaneous prediction of identification
and discrimination insures parameter
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identifiability, even when only the fac-
torial conditions are tested. There 6
unique syllables in identification, and
there were 14 types of different trials
and 6 types of same trials. These 26
independent observations were predicted
with just 5 free parameters, correspond-
ing to the 3 levels of the visual factor
and the 2 levels of the auditory factor.
The FLMP gave a good description of
the average results, with an RMSD of
.0805.

An alternative model was formulated
to test the idea that the auditory and
visual sources are blended into a single
representation, without separate access
to the auditory and visual representa-
tions. The only representation that
remains after a syllable is presented is
the overall degree of support for the
response alternatives. What is important
for this model is the overall degree of
support for /ba/ independently of what
modalities contributed to that support.
In this six-parameter model, it is possi-
ble to have two syllables made up of dif-
ferent auditory and visual information,
but with the same degree of support for
/ba/. For example, a visual /ba/ paired
with an auditory /da/ might give a simi-
lar degree of overall /ba/ as a auditory
/ba/ paired with an visual /da/. When
formulated, this model gave a
significantly (p < .001) larger RMSD of
.1764. These model fits provide evi-
dence that the auditory and visual
sources of information are maintained
independently of one another in
memory, even after integration has
occurred.

METHODS FOR TESTING
MODELS

Grant and Walden (this volume) test
the FLMP and the prelabeling model of
Braida [17] against confusion matrices
of individual subjects. The Prelabeling
model (PM) putatively outperformed the
FLMP in terms of accounting for bimo-
dal performance as a function of unimo-
dal performance. We believe, however,
that for several reasons the test of the
prelabeling model against the FLMP has
been inadequate and biased, and the
results of the comparison incorrect. The
limitations are a) the FLMP was fit with
no free parameters whereas the fit of the
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PM allowed many parameters to vary, b)
the PM, as used by its adherents, has
been biased in favor of fitting bimodal
data, and c) the fit of the FLMP and PM
has wrongly assumed that the unimodal
data are noise free estimates of perfor-
mance. We now discuss these related
issues in greater detail.

In our model tests, the free parame-
ters are adjusted to maximize the overall
goodness of fit between the entire data
set and a model’s predictions. In the PM
theorists tests of the FLMP, the bimodal
performance was predicted directly from
the unimodal performance. The FLMP
predicts that the probability of a
response to a unimodal condition is
equal to the truth value supporting that
response. Thus, it seems reasonable to
set the free parameters in the FLMP
equal to the unimodal performance lev-
els. For example, if a participant
correctly identified a visual /ba/ 85% of
the time, the the visual amount of /ba/-
ness given that visual stimulus would be
.85. This value would be used along
with the other parameters derived in the
same manner to predict the bimodal per-
formance. This would be valid test of
the FLMP, however, only if the unimo-
dal identifications are noise free meas-
ures and have very high resolution. The
first requirement is certainly wrong:
behavioral scientists have yet to uncover
a noise free measure of performance.
The second requirement is also impor-
tant when confusion matrices are gen-
erated. Many cells of the confusion
matrix might be 0 or 1 simply because of
a relatively small number of observa-
tions per condition. Both of these fac-
tors can lead to a poor fit of the FLMP
when the. unimodal probabilities are
used to predict the bimodal responses.
To determine the truth of a theory, we
believe that it is necessary to measure
how well it accounts for the entire pat-
tem of results, rather than how well
some conditions predict others. In our
model tests, the optimal parameter
values are used to predict the entire data
set. We do not reserve this technique for
tests of the FLMP but allow each com-

ting model to do its personal best.

Braida [17] fit Erber’s {18] severely
impaired (SI) and profoundly deaf (PD)
confusion data. In the fit, the unimodal
data was first fit using a KYST technique
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to find stimulus and response centers in a
multidimensional space based on the
unimodal data. In a second stage, these
centers are further adjusted to improve
the fit of observed and predicted data.
This space and categories were then
used to predict the bimodal performance.
This fit was contrasted with the fit of the
FLMP when the unimodal proportions
were taken as estimates of the truth
values. In this case, the argument is
made that comparable methods are being
used to fit the PM and the FLMP. How-
ever, in addition to having adjustable
parameters, the PM's predictions of the
unimodal results was not optimal. A
multidimensional representation  was
derived that gave a good fit of the bimo-
dal results at the expense of a poor
description of the unimodal data. With
the Erber SI data, for example, the coor-
dinates used by Braida yielded RMSDs
of .0522 for the visual condition, .0367
for the auditory condition, and .0366 for
the bimodal condition. For the PD
results, the RMSDs were 0651 visual,
.0756 auditory and .0400 for the bimo-
dal. However, when the fit to the unimo-
dal data is maximized, the RMSDs for
the SI data are 0255 visual, .0288 audi-
tory, and .0443 bimodal. For the PD
data set, the RMSDs are 0299 visual

.0343 auditory and 0435 bimodal,
Thus, Opumizing the fit of the unimodal
ata dccgca.ses the accuracy of the bimo.
dal predictions. In contrast, the FLMp
yielded RMSDs of 0385 and .0509 for
the SI and PD bimodal data when the
parameter;l wcremﬁxed by the unimodal

€  parameters

estimated from aJj olfJ the results,wlel::
RMSDs dropped t0 .012] and .0114,

As stated earlier, fitting the FLMp on
the basis of the unimodal Jjudgments
makes _the Necessarily inaccurate
a.ssumpuon.that the unimodal

participants
and bimoda]

continuum berween these same syllables
The FLMP wag fit to each subject§
results .and  provided an  excellent
description of performance, with a mean
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RMSD of .0198. In this case, the FLMp
was fit to 46 individual subjects datz by
estimating the free parameters using alf
of the observed ~results from ~the
expanded factorial design. These pred-
ictions of the FLMP were used to gen-
erate 10 simulated subjects from each of
the original 46. Rather than taking the
noise-free predictions of the FLMP, each
predicted point was assumed to be a
value from a binomial distribution with 3
variance based on the number of obser-
vations (16) in the actual experiment,
This new set of points now corresponded
to a simulated subject. The FLMp was
now fit to the simulated subjects, using
Grant and Walden’s method of predict-
Ing the bimodal results with the unimo-
dal observations. Using their method,
the FLMP gave a very poor description
of the bimodal results of the simulated
FLMP subjects. The fit of the bimodal
results derived from the FLMP predic-
tons with added noise had a mean
RMSD of .0478 for the 460 pseudo-
subjects. This demonstration €xposes
tht_: limitations of testing models by
using unimodal performance to predict
bimodal results.

MOTOR REPRESENTATIONS
Robert-Ribes, Schwartz, and Escudier
(this volume) advocate an amodal motor
Tepresentation to account for the integra-
tion of audible and visible speech. We
believe that this account suffers from
many of the same problems posed for
motor theories of speech perception
more generally, such as accounting for
the influence of higher-order linguistic
context.  Furthermore, it is not obvious
how this mode] €an account for the cue
value of the temporal arrival of the two
Sources of information—a resylt they
use against the FLMP. Some type of
representation is necessary to account
f(.)r. the joint influence of audible and
visible speech but we see not compelling

feason that this representation should be
a motor one,
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ABSTRACT

Audiovisual (AV) speech perception
exploits the inherent complementarity of
the auditory (A) and visual (V) sensors.
We provide new data on the expansion of
the vowel triangle in the auditory and
visual domain, and on the optimal use of
the A-V complementarity for fusion.
Then we propose a taxinomy of models
for AV integration, and we show that the
data in the literature are rather in favor of
the so-called MR model, recoding the A
and V inputs into an intermediary motor
space where integration occurs. Finally,
we show that the MR model is not only
plausible but also functional, since it
efficiently models AV identification for
vowels in noise.

INTRODUCTION

_ Itis now largely accepted that speech
1s a mulumodal means of communication
that is conveyed by the auditory and
visual system ([1],"[2], (3], [4], [5)).
How do humans fuse the auditory and
visual information? How can recognition
systems integrate audio and visual
information? Answering the first question
we will deal with plausibility, while
answenng the second we will have to do
with functionality,

Studies on audio-visual integration
generally have one (and only one) of
these two approaches: (1) engineering
approach, dealing with functionality
constraints or (2) experimental
psycl}o.lpgy approach, dealing with
plausxbxhly constraints (and most of the
time bypassing the conversion process
from inputs into internal representations).
This Paper studies models of audio-vigya)
speech integration taking into account
both _Plausibility constraings and
func.uo.nalily constraints, with an
application to vowe] perception.

Apart from general questions about
sensory interactions and cognitive
processes, we have been defending for
years the idea that perceptual processing
cannot be understood withouyg a deep

knowledge of the structure of the stimul;
[6). Our section 1 will here be concemed
with a set of new data about the
perceptual expansion of the vowel
triangle in the A and V domain. This will
clearly show the complementarity of the
A and V sensors for vowel place of
articulation. In section 2 we will propose
a taxinomy of models for AV integration
in speech perception, with three
successive binary questions leading to
four categories of models. We will show
how experimental data constrain the
choice towards one category, the so-
called Motor Recoding Model. Finally,
we will show that this model is not only
plausible, but also functional, since it
efficiently models AV identification of
vowels in noise.

1. AUDIO-VISUAL VOWELS

L.1. Physical characteristics

We recorded the vowels [i e € ygeu
0 5 a] from a French speaker with the
ICP "Video-Speech Workstation" [7).
We obtained images of the speaker's face
with the corresponding synchronised
sounds. We recorded, for each vowel, of
100 realisations of 64 ms of sound with
the corresponding image.

— 200
.%mo[bf gy v
» ., e .
wo} B, e ﬁ
500 .
A ¢ ] ﬂ
600 € Py
700
w0 ;Q;
2500 2000 7500 600

500
Fp[HZ)

Figure 1. F1/F2 representation of the
acoustic stimuli used

. Their two first formants are presented
In Figure 1. We observe the vocalic
tnangle with vowel [y] close to vowel [i]

ut far apart from vowel [u]. Notice that
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even considering higher formants by a
global spectral shape analysis, the [i-y]
distance remains smaller than the [y-u]
8]. )

On%&e] extracted from the image the
following geometrical parameters of the
lip shape: inner-lip horizontal width (A),
inner-lip vertical height (B) and inner-lip
area (S). Figure 2 presents the stimuli in
the A/B plane. We observe a clear
separation of rounded vowels ([y 2 u o}),
semi-rounded vowels ([ c]) and
unrounded vowels ([i e € a]). Notice that
vowel [y] is close to vowel [u] but very
far apart from vowel {i].

2 Zw, e

10 f .'
[¢]

s

P 2
15 207 25 30 3B 4

R\Y

)
Almm]

Figure 2. Width (A) / height (B)
representation of the optic stimuli used

We summarize the [i y u] acoustical
and optical contrasts in Figure 3.

Acoustical: 1 y‘-—————} u
Optical: i‘—-——-—} yu

Figure 3. Acoustical and optical contrasts

We see that our stimuli are clearly
complementary. A number of further
analyses of the same stimuli (8] confirm
that height contrasts (e.g. [i] vs. [e] vs.
[€] vs. [a]) are best represented within
the acoustic stimuli. On the contrary,
optic stimuli differem‘iate mamly the
stimuli by their rounding (e.g. [1] vs.
lyD.

1.2. Audio, visual and audio-
visual perception

We carried out a perceptual test on
these vowels presented with acoustic
noise.

Method

A group of 21 French 'subjects was
presented with 10 realisations of the 7
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French isolated (without conlcxt) vowels
[ieyouoalin audio-visual, visual a.nd
audio conditions, with 7 signal-to-noise
ratios (SNR). We tested these 7 vowels
instead of the 10 available because we
didn’t want to test the mid-low/mid-high
contrast (e.g. [€] vs. [e]) which may be
lost in isolation.

Results

Figure 4 shows the correct
identification results in percentage
corrected to the random level (zero
percent means that scores were at random
level). This figure shows betu?r audio-
visual scores (AV) than audio alone
scores (A) and visual scores (V). More
detailed analyses based on transrpmed
information show that this p(z;lu:m xs_(;usc

r individual phonetic dimensions,
f)?lmcly rounding?height and front-back
contrast [8]: we call this the
"complementarity rule”.

1 TF
AL

—O—A

—— AV

-0y
Y

I T L ]
] 2 © 2 &SNR[B]
+ noise - noise

Figure 4. Correct identification scores for
the perception test

also studied the perceptual
sln‘;\clfure of the auditory and visual
perception (for full details, see [8D). Wi
show in Figure 5 a schematic display o
the structure we found. We can see tht:ln
the auditory geometry is stretched in :h e
height dimension ([i] vs. [a]) wh}le he
visual geometry is .strclched in the
rounding dimension ([i] vs. IyD. )
Hence our data reveal some audio-
visual complementarity: the best
information about place of articulation
perceived by audition is the worst
perceived by vision and vice-versa.
Notice that up to now audio-visual
complementarity had been rather
conceived as an Audition-Mod® Vision-
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Place complementarity [5]. The
complementarity we found in our test is a
complementarity within place of
articulation. The complementarity found
in the stimuli (section 1.1) is enhanced by
the perceptual system (section 1.2).

iyl

Auditory Visual
Figure 5. Perceptual structures

2. MODELS FOR AUDIO-
VISUAL INTEGRATION

The'main theoretical options for
modelling audio-visual integration in
speech perception have been presented by
Surqmerfxeld [5]. In the following
sections we present these options with
slight modifications from our own,

2.1. Four models

Du'ec.t Identification (DI Model)
) Tl}xs model assumes g direct
1denuﬁcal19n of the inputs without any
transfonnauon. The audio (A) and visyal
(V) inputs are compiled in a bimoda]
vector and thep classified, Some
components of the bimoda] vector are A
and some components are V (Fig. 6)

Key characteristic of the D] megey:

ere is no representation ievel

common to both ti
g fo b percnégfalmes between the

codes (one from the A input and ope from

e Vinput) are thep combi
_ in
of }uges_ 0; logical criteria (Fi§d7l;y means
€ Information at the fusi(;n le
also be continuoyug (and not dfs‘éer:’f:)n
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The key point here, however, is whether
it is the result of a comparison )
prototypes or not. Therefore, the FLMp
(Fuzzy Logical Model of Perception (4]
[9) is one of the SI models because the
’mformat.lon at the fusion leve is
information "indicating the degree of
support for one alternative" (191, p. 743),
;(ey characteristic of the SI model:
nputs are compared to proto
even classified) before ﬁ4si£z. opes

Dominant modality Recod;
Model) Y e (R

One of the possibilities that Cognitive
Psychio_logy presents for fusing two
modalities is the recodin g of one modality
Into the other —supposed to be the
dominant modality— [10]. The DR
model assumes that the auditory modality
is dominant in speech perception. Thus
the.wsual input is recoded into an
?udxtory' space where both sources of
information are fused [11).

In this model the visual input is used
lo estimate the vocal tract filter. This
estimation is then in some sense averaged
with the_ one derived from auditory
processing, while the source
characteristics are estimated only from the
auditory path. The combined source and
filtering characteristics thus estimated are
then provided to a phonetic classifier
(Fig. 8).

Key characteristic of the DR model:

The visual modality is recoded into an
auditory representation space where it is
fused with the auditory information.

Motor space Recodin
Model) P g (MR

This model assumes that both inputs
are projected into a common amodal
Space where they are fused. This space is
amodal because it is homogeneous to
neither of the modalities (auditory or
visual): it is a motor representation space.

1S supposes that, in order to perceive
Speech, we recover the common cause of
both the auditory and the visual signals,
Namely: the motor representation [12]
(Fig. 9).

Key characteristic of the MR model:

Both inputs are projected into a motor
representation space where fusion ocouss.
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Figure 6. DI Model
A
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Figure 8. DR Model

Code

Code

2.2, Three questions for a
taxonomy

We can attempt to classify the above
presented architectures under a synthetic
form by comparing them to the general
cognitive psychology models. To do so,
we can ask three questions.

(1) Does the interaction between
modalities imply a common intermediate
representation or not? The answer allows
a first opposition between Model DI (for
which there is NO common
representation) and the other
architectures.

(2) If there is an intermediate
representation, does it rely on the
existence of prototypes or not? In other
words, is it "late" or "early" (see [13], p.
25)?

Integration is considered "late” when it
occurs after the decoding processes or the
comparison to prototypes (Model SI),
even if these processes give continuous
data (as with the FLMP). Otherwise,
integration is "early" when it applies to
continuous representations, common to
both modalities, and which are obtained
through low-level mechanisms which do
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A
#’h#c‘ode

Code
@—b Code /

Figure 7. SI Model

\ @ - | Code

|7

Figure 9. MR Model

not rely on any decoding process nor any
comparison to prototypes: It is the case
with models DR and MR.

(3) Is there at last any dominant
modality which can give a common
intermediate representation in an early
integration model (DR)? Or is this
common representation amodal (such as
in the MR model)?

These questions lead to the taxonomy
presented on Figure 10.

2.3. Three "plausible" responses
to the three questions

About the need for a common
representation

In a study on the audio-visual
perception of vowels, Summerfield and
McGrath [14] showed that subjects detect
the incompatibility between the auditory
and visual inputs, while they cannot
however avoid fusing both inputs.

Even young babies are sensitive to the
correspondence between auditory and
visual information of a speaking face
[15). When they are presented with two
faces and only one sound, babies prefer
to look at the face that is articulating the

NO common
represeniation DI

SI  Dominant

representation DR
Common <:
representation Early

Amodal (motor) MR

representation

Figure 10. Taxonomy of models



Vol 3 Page 118

sound they are hearing,

Therefore, the need of a common
representation of auditory and visual
stimuli is inescapable. Stimuli can be
compared in that space before being
fused: stricto sensu, model DI has to be
rejected.

.:About the need for early
integration

Subjects are able to estimate temporal
co-ordinations between the auditory
signal and the visual signal: they can
estimate the VOT audiovisually ([16],
[3]). This is clearly incompatible with a
late integration model where neither of the
two inputs provides information enough
to identify the voicing feature, which is
hence recovered from the co-ordinations
between the auditory and visual signals.
It seems that the evaluation of this co-
ordination should be done on signals that
are not the output of a prototype
icnormpan.sor} (gin which case the

ormation leadi -ordinati
normali losofl ing to the co-ordinations

In another experiment, th i
rate perceived audiovisually iz tslf)f ilnkﬁl:gﬁ
of the speaking rate perceived auditorily
and the speaking rate perceived visually
[17]. _ In addition, the audio-visual
speaking rate can change the phonemic
frontier between voiced and unvoiced
phonerpes [18].  This is hardly
compatible with a late integration model
bec.ause rae 1s a quantitative information

which would be lost after comparison to
prototypes.
These facts indicate that subjc
{E}ike dpcisior}s from aul(liri)job-c\:‘issf;[;
:0 r(;rrar]laufon. decisions that are impossible
b fui ! (()); el?zfsh gol()iality indcpendently.
stage of processing.e ?,?1[11; ;:ozn’learly
Model) have to be rejected. s
About dominance and
complementarity

We have seen in section

/ S : 1.2 that th
:)heest vlvr:)frormauon_ perceived by audition ii
e » ]%: pgrccnved by vision and vice
compiem ‘e ; R Model cannot exploit this
comple cntarity because all the inputs are
rea?storqu Into an  acoustic
coﬁfui?:r:;m»sirlli beTs?“f "l heeisual

) mi i
confusions. Let us develogl;hli(s) ifljc‘ousuc
Model DR recodes the Linput

. visual input i
an auditory representati Pt into

on where fusion
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takes place. From our data in sectioy
1.1, two facts have to be pointed out; I
Model DR will try to recode visual stimuli
distant in the visual space (as [i] and [y)
into close points in the auditory space
and (2) stimuli close in the visual spacé
(as [y} and [u]) will need to be recoded
into distant points in the auditory space
This is represented in Figure 11. .

Visual:  §
: u
[ aec°dmg v
Auditory: | y u

Figure 11. Bad recoding of Model DR

Po;nt (2) results in a lack of stability of
the visual-to-auditory transform, which
makes the problem of building this
association not trivial [19]. Point (1)
results in a lack of optimality, which
makes the DR Model not very efficient
for dealing with vowels in noise (see
section 3). But, more seriously, the DR
Model predicts that a given V input can
modify an A percept only if the V input s
conflictual or if the A input is noisy (see
an application of the DR Model structure
for noisy speech enhancement in [20]).
However, some data in a study by Lisker
and Rossi [21] show that a V input can
bias a congruent and clear auditory
stimulus.  Their subjects (French-
speaknr;g speech researchers) were asked
to decide on the rounding category of
each vowel. Let us concentrate on the
case of {w]. This vowel when presented
visually was considered a rounded vowel
1% of the time. When presented
auditorily, it was rather considered
rounded (60% vs. 40% unrounded
responses).  Finally, when presented
audio-visually the percentage of rounding
Judgements dropped to 25% (vs. 75%
unrounded).

Hence, it is clear that some subjects
perceived the vowel [w] as rounded when
presented auditorily but they judged it
unrounded when presented visually and
audio-visually, This fact is hardly
conceivable within a DR Model which
recodes visual input into an auditory

space. Consequently, the DR Model has
lohel‘Cjcctcd,q y, the DR Mode
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Conclusion:
plausibility constraints

We have scen that (1) a plausible
model of audio-visual intcgration has to
use a common representation between
audio and visual inputs, (2) this
representation must be placed at an early
stage of processing, and (3) this
representation cannot be the auditory
representation.

The only model that we have not been
able to eliminate (Model MR) is in
agreement with these three points. We
will see in section 3.5 that it can simulate
the results found by Lisker and Rossi
[21].

In conclusion, the MR Model is
“plausible”: we will see in the next
scction that it is also "functional”.

3. MR MODEL FUNCTIONALITY

We will present in this section an
implementation of the MR Model for the
recognition of French vowels. This is the
first implementation of this model in the
literature. We proved elsewhere ([8],
[22)) that the DR Model is less functional
than the MR one, namely that it has
worse results in a recognition task.

The MR Model implementation is
based on simple but controllable tools,
which were chosen to allow a good
comparison with the DR model (see [8)).

3.1. Motor representation

A crucial choice in the MR Model
concerns the definition of the “motor
space” in which integration should occur.
Since we deal with static vowels, we
have chosen articulatory representations
based on three parameters, namely X, Y
(which are respectively the horizontal and
vertical co-ordinates of the highest point
of the tongue) and S (the inner-lip arca).
Of course, X, Y and S respectively
provide articulatory correlates of the
front-back, open-close and rounding
dimensions (see Fig. 12).

Y

s

Figure 12. Motor representation
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3.2. From the inputs to the motor
representation

This stage was implemented thanks to
lincar associations.

The auditory inputs were 20-
dimensional dB/Bark auditory spectra.
The outputs were typical values for X and
Y for French vowels, and the S value
extracted on the corresponding image in
the corpus.

The visual inputs were (A, B, S)
triplets. X (the tongue front-back
position) was supposed to be impossible
to estimate from the visual path, and S
was directly transmitted from the visual
input, hence only the association between
(A, B, S) and Y had to be learned.

Notice that all the corpus (e.g. 10
vowel classes) was used in this study.

3.3. Fusion of motor
representations
The integration consisted in a weighted
sum of the representations obtained by
each path (audio and visual). An audio-
visual estimate of the (X, Y, S) set was
finally derived. The parameter X was
estimated only from the acoustic path,
while the other two parameters were
determined from the corresponding ones
provided by both paths. This was
performed using the following formulas:
Yav=ay YA+ (l-ay)Yy
and SAV =05 Sa+(1-a5)Sv
where index A means auditory, V visual
and AV audio-visual. Parameters ay and
ag are sigmoidal functions of SNR. The
parameter ay varied between a value
close to 0 for low SNR values (too much
noise; almost no available information in
the acoustic signal) and a value lower
than 1 for high SNR values (no noise; the
audio-visual percept is influenced by both
the visual and the auditory inputs). On
the other hand, the parameter ag was
never higher than 0.3 (indicating that the
estimation of S is mainly done from the
information of the visual path). The
parameters of the sigmoids were leamed
under a criterion of minimal global error
for all learning realisations at all SNR
values.

3.4. Vowel identification
Classification was achieved by a

Gaussian classifier. We used a Gaussian

classifier in the (X, Y, S) space, with a
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choice of one between ten classes. The
learning corpus for estimating the mean
and covariance matrix for each vowel
cla;s was based on (X, Y, S) triplets
delivered by the auditory path alone on
realisations presented at 4 different levels
of noise covering a large range between
no noise and largely degraded but still
partly recognisable stimuli (SNR = 99,
24, 12 or 0 dB).

The whole schema is displayed in
Figure 13.

Gaus. Class.:

Vowel

Fi .
Mlg(l;erle 13. Implementation of the MR

3.5. MR Model and
cogplementarity

. How could this implementati
simulate !.iskcr and Rossil'zncli;rtl;a&ol'}
presented in section 2.3? It is known that
rounding is highly correlated with
parameter S (inner-lip area). We saw that
the audio-visual estimate of S by the MR
Model mainly depends on the value of §
provided by the visual input. However
one value of § is also estimated from the
auditory input. Then, a decision abou‘i
rounding can be taken from the auditor
&put alone or from the visual input a]oncy

hen both inputs (audio and visual) are
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present, the rounding decision mgj
depends on the decision taken frg]nz:l It’llz
visual input. This was exactly the case
founq in the experience of Lisker ang
Rossx {21] described earlier. Qy
implementation of the MR Model can
simulate this result.

3.6. Results

. We present in Figure 14 the
identification scores when the audio or
the audio-visual stimuli were presented at
the input of the implementation. Since
dimension X (front-back) cannot be
estimated from the visual input, we
estimated a visual score by considering
(arbitrarily) all rounded vowels as being
back-vowels.

100

80

20 0— A
———-y
i —8— Ay
0 Y '
; 2 & SNR[dB)
+ Noise - noise

Figure 14. Correct identificati th
M i entification for the

Recognition scores in Fig. 14 are
lower than perceptual scores in Fig. 4
This is due 10 both the higher number of
classes.m the second case (10 vs. 7) and
the simplicity of tools in MR
gmp]err_lenlation. However, the
Interesting point is that the visual gain
(diffcrence between the A and AV
conditions) is high in the model, and it
respecls the "complementarity rule™
transmitted information on each of the
three phonctic dimensions is greater for
the AV condition than for both the A and
V conditions [8].

CONCLUSION

We have shown that a plausible model
of audio-visual integration for speech
perception requires three charactenstics:
(1) use a common representation between
audio _and visual inputs, (2) fuse the
modalitics at an early stage of processing,
and (3) do not use the auditory space as
the fusion space.

|
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A model that fuses both informations
in the motor space (Model MR) has these
three characteristics. We have shown that
this model is also functional in a vowel
recognition task. We are currently
attempting to adapt this model to dynamic
stimuli, with more complex processing
tools and architectures. We hope that this
model should be able to produce some
McGurk effect (sce [8)).
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PREDICTING AUDITORY-VISUAL SPEECH RECOGNITION
IN HEARING-IMPAIRED LISTENERS

Ken W. Grant and Brian E. Walden (Army Audiology and Speech Center, Walter
Reed Army Medical Center, Washington, DC 20307-5001)

ABSTRACT

Individuals typically derive substantial
benefit to speech recognition from
combining auditory (A) and visual V)
cues. However, there is considerable
variability in AV speech recognition,
even when individual differences in A
and V performance are taken into
account. In this paper, several possible
sources of subject variability are
examined, including segment perception,
AV integration skill, and context usage.
When these sources of variability are
accounted for, predictions of AV speech
recognition of nonsense syllables for
normally-hearing and hearing-impaired
listeners  are  excellent (R*=0.96).
Predictions for AV sentence recognition,
however, are much poorer (R’=0.44).
These data will be discussed as part of a
generalized model of AV speech
recognition which includes the use of A
and V unimodal cues, the integration of
A and V cues, and the use of phonemic
and semantic context. [Work supported
by NIH Grant DC 00792 and the
Department of Clinical Investigation,
Walter Reed Army Medical Center].

INTRODUCTION
In' most communication settings,
speech  perception involves the
integration of both auditory (A) and
visual (V) information [1-4]. Further,
auditory-visual (AV) speech perception is
almost always better than either hearing
or speechreading alone. This is especially
true when the auditory signal has been
degraded due to hearing loss o
environmental noise.

Figure 1 shows fairly typical results
obtained from intelligibility tests using
low-context sentences [5] presented in a

background of speech-shaped noise
(S/N=0 dB) to hearing-impaired subjects,
The hearing-impaired subjects tested had
a variety of hearing-loss configurations
ranging from mild to severe. For
convenience, subjects are arranged along
the abscissa in order of ascending A
scores. As shown in the figure, all
subjects demonstrated benefit from the
addition of visual cues, but some subjects
derived substantially more benefit than
others, independent of their A score. For
comparison, normally-hearing subjects
tested under the same conditions
achieved scores of 90%, 10%, and 98%
for A, V, and AV conditions,
respectively.

S AV e A e v

08

o
o

Probability Correct
<o

=3
o

ol

Subject
Figure 1. A, V, and AV sentence
recognition by individual hearing-
impaired subjects.

The exact amount of observed benefit
depends on a number of variables.
Among these are the individual's ability
to recognize phonetic (e.g., consonants
and  vowels) and prosodic (€8
intonation, duration, and stress) cues, the
ability to integrate A and V cues, the
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difficulty of the speech materials, the
physical conditions under which the
speech is presented (e.g., noise,
reverberation, lighting, viewing angle,
etc.), and the individual's knowledge of
the language and ability to make use of
contextual constraints. Although much is
known about the benefits of combining
speechreading with audition, the relative
effects of each of these factors on AV
benefit is largely unknown. In this paper,
we discuss some of the primary factors
that are important to understanding how
hearing and vision are combined in
speech recognition.

SEGMENT RECOGNITION

Models of auditory-visual speech
perception typically include auditory
analyses, visual analyses, and more
central processes common to both A and
V modalities [6]. Since the classic study
by Miller and Nicely [7], the recognition
of speech segments (i.e., consonants and
vowels) has typically been analyzed in
terms of acoustic, phonetic, and
articulatory features. Application of these
analyses to AV recognition has shown
that vision and hearing are often
complementary in speech recognition
under conditions of auditory signal
degradation.

Figure 2 shows mean data for
consonant feature  recognition by
normally-hearing subjects as a function
of S/N for A, V, and AV conditions [8].
The top panel shows the data for voicing,
whereas the middle and bottom panels
show the data for manner of articulation
and place of articulation, respectively. A
and AV feature scores are shown by the
dashed and solid lines. V feature scores
are shown by the AV values displayed at
-15 dB S/N. Notice that voicing cues
obtained under AV conditions are
determined by audition; that-is, there is
virtually no difference between AV and
A conditions. In contrast, place-of-
articulation cues are determined by
speechreading. For this feature, A.V
scores remain virtually constant despite
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changes in A performance.

Although it may appear that both
modalities contribute significantly to the
recognition of manner-of-articulation
cues, our analyses suggest that this
feature is also determined by audition. It
is important to remember that voicing,
manner and place cues are not
independent. Performance on one feature
alters the expected chance performance
on another. For example, if we assume
that  place-of-articulation cues are
transmitted visually and that responses
within place categories are distributed
uniformly, then we would predict a
visual manner score of 66% by chance
alone. This is very close to the score for
speechreading alone shown in the middle
panel of the figure (depicted by the AV
score at S/N = -15 dB). Thus, for these
conditions, manner-of-articulation cues
were derived primarily from the A
condition.
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Figure 2. A, V, and AV feature scores
as a function of S/N.

The complementary relation between
auditory manner and voicing cues 'w'nth
visual place cues in speech recognition
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has often been cited as a primary reason
for the large advantages observed in AV
consonant recognition relative to either A
or V alone. In previous work, Walden,
Prosek, & Worthington [9] developed a
measure of AV redundancy that was
able to account for a substantial amount
of variability observed in AV consonant
recognition by hearing-impaired listeners.
In a recent study, Grant and Walden
(8] evaluated A, V, and AV consonant
recognition by normally-hearing listeners
under 12 different filtered-speech
conditions. The filters were designed to
create a range of A intelligibility scores
with different patterns of perceptual
confusions across A conditions.
Confusion data obtained from each of the
A filter conditions were subjected to a
Sequential Information Feature Analysis
[10], and the proportion of manner-plus-
voicing information relative to the total
amount of information received was
calculated. This proportion represents, to
a first approximation, the degree to
which A and V information are
complementary and shows the proportion
of auditory information not obtainable by
speechreading alone.
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Figure 3. Absolute Al benefit as a
Sfunction of AV complementation.

.Figures 3 and 4 show the results of
this analysis after converting percent
correct scores to articulation index (Al)
units. Figure 3 shows the results for
absolute benefit (AV-A), while Figure 4
shows the results for relarive benefit
[(AV-A)(1-A)]. In both figures, the
abscissa  shows the amount of
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information received in the A condition
for the combined voicing-plus-manner
feature expressed as a percent of the total
amount of information received. There is
a strong relation evident for both benefit
measures, indicating that the degree to
which A and V conditions complement
each other is highly predictive of AV
benefit. It should be noted that relating
AV benefit to overall A intelligibility
resulted in  substantially weaker
correlations.
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Figure 4. Relative Al benefit as a
function of AV complementation.

Models of AV integration which
make use of the entire A-alone and V-
alone confusion matrices, such as the
fuzzy logical model of perception
(FLMP) proposed by Massaro [1] or the
pre- and post-labelling models (PRE,
POS) proposed by Braida [2], have been
shown to predict AV consonant
recognition more accurately than feature-
based models when applied to data
averaged across subjects.

100

O Massaro, 1987
®  Braida, 1991

AV Predicted (Percent)

50 P 70 80 90 100
. AV Obrained (Percent)
Figure 5. FLMP and PRE-model
predictions for normal-hearing subjects.
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Figure 5, for example, shows FLMP
and PRE model predictions for the 8 S/N
and 12 filtered-speech conditions shown
in the previous figures. As can be seen,
both models account for a large
percentage of the variability in the
obtained data (R? = 0.98 and 0.93 for the
FLMP and PRE, respectively).

AUDIOVISUAL INTEGRATION

Whereas the ability to recognize
segmental information from A and V
speech signals is undoubtedly
fundamental to predicting AV
recognition, the ability to integrate A
and V speech cues is another essential
determinant of AV performance [11,1].
with the development of recent
quantitative models of multisensory
integration [1-2], it is now possible to
estimate a listener's integration ability,
independent from their ability to
recognize A and V speech cues. These
models predict AV recognition based on
the pattern of segmental confusions
obtained for each separate modality. It
should be noted, however, that some AV
cues, such as the relative timing of lip
movements to voicing onset, are
multimodal, in that they exist only as
inter-modality timing cues. McGrath and
Summerfield [12] have suggested that
better lipreaders may be sensitive to
these cues. Given the accuracy of the
FLMP and PRE models, intermodal-
timing cues may play only a small role
in AV speech perception.

Unlike feature-based models, the
FLMP and PRE integration models
attempt to make use of all available data
obtained in separate A and V
identification tasks, and are potentially
optimum-processor models. Ideally, a
subject's AV performance should never
exceed predicted performance. Subjects
who perform as predicted are able to
make use of all of the available
information derived from the unimodal
conditions. On the other hand, subjects
who perform more poorly than predicted
fail to make optimal use of A and V
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cues.

Our initial efforts to apply the FLMP
and PRE models as a gauge of subject
integration ability suggests that the PRE
model may be more suitable. With the
FLMP, stimuli identified correctly in one
modality but incorrectly in the other, are
predicted to be incorrect in the combined
AV condition. As Braida {2] noted, the
FLMP does not properly account for
structured errors and relies too heavily on
unimodal accuracy. In contrast, the PRE
mode! focuses more on the consistency
of unimodal responses and not
necessarily on accuracy.
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Figure 6. A, V, and AV consonant
recognition by individual hearing-
impaired subjects.
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Figure 7. FLMP and PRE model

predictions for hearing-impaired

subjects.

Figures 6 and 7 show the results of a
recent experiment examining consonant
and sentence recognition in noise by 26
hearing-impaired ‘subjects. Figure 6
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shows A, V, and AV scores for each
subject. As with Figure 1, subjects have
been ordered along the abscissa
according to A performance. Note first
the large variability in AV recognition
Scores across subjects and the moderate
correspondence between A and AV
scores. This is additional evidence that
the overall A score (or V score) does not
allow accurate predictions of AV
performance,

Predictions made by the FLMP and
PRE models for the data shown in Figure
6 are displayed in Figure 7. The
modeling results for individual subjects
show that predictions of overall accuracy
for are far less than perfect. FLMP
predictions (R*=0.71) consistently
!Jnderpredictcd performance when the
Input  unimodal scores were  low,
Predictions by the PRE model on the
other hand (RZ=0.77), were either equal
to or greater than obtained performance,
Thus, the PRE model, unlike the FLMp
behaves more like an optimal integralor.,
Some subjects are able to achieve thjs

level of performance, whereas others fall
short,

(Obtained)
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Figure 8. oy consonant predictions

using a 4-factor Seature-baseq
model.

We have used this feature of the PRE
fno@el to estimate the extent to which
individuyal subjects are aple to integrate
A and V cyes optimally. Specifically, the
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difference  between obtained apq
predicted AV performance was used ag
an index of AV integration skill. The
combination of auditory voicing V),
auditory manner (M,,), visual place (P,),
and derived AV integration estimates
(INTpee or INTe p) was used in a 4
factor model to predict AV consonant
recognition for hearin g-impaired subjects,
A and V feature scores were obtained
from a SINFA analyses of the unimoda|
conditions and expressed as the percent
of conditional information received for
that feature relative to the total amount
of all information received. For
comparison, integration estimates were
derived from AV predictions made by
both PRE and FLMP models.

Figure 8 shows the results using the
PRE model integration estimates. The
excellent  correlation obtained s
impressive considering the simplicity of
the model; that is, a linear addition of
three unimodal feature scores and a
measure of subject integration. Similar
attempts to predict AV recognition
without integration estimates, or with
estimates derived from the FLMP model,
led to significantly smaller correlations
(R’=0.822 and R?=0.823, respectively).

WORD AND SENTENCE PROSODY
) Even if AV segment recognition for
individual subjects could be predicted
perfectly, there would still be the
problem of relating segment scores to
word and connected-speech scores. One
obvious difference between segmental
recognition tasks and word and sentence
recognition tasks is that the latter two
contain important prosodic information
related to stress, intonation, and rhythmic
Structure. The basic function of prosody
In speech is to provide information about
lexical, grammatical, and emotional
aspects of the spoken message [13-14].
Further, individua differences in the
ability to extract prosodic information
appears to be an important factor in
determining AV performance for words
and sentences.
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Acoustic analyses of prosody have
shown that the cues for syllabification,
stress, intonation, and phrasing include
variations in fundamental frequency,
segment and syllable duration, and
amplitude envelope [15-20]. In general,
speechreaders are not very good at
extracting these cues. FQ variations are
largely undetectable, and acoustic
durational cues signifying segment
lengths and intervocalic closure durations
are often visually blurred or incompletely
specified due to articulator movements
that are either too rapid to follow
visually or that occur behind the teeth
[21-23]. Thus, as with voicing and
manner-of-articulation cues, prosodic
contrasts detected through audition are
highly complementary to speechreading.

An important question related to the
use of prosody in speech perception is
whether subjects demonstrate variability
in their judgements of prosodic contrasts.
In a recent study, Grant and Walden [24])
measured the ability of normally-hearing
listeners to identify syllable number,
syllabic stress, intonation, and rhythmic
phrase structure in filtered words,
phrases, and sentences. The filters used
were approximately equal in
intelligibility (AI=0.1), and spanned the
frequency range from 300-5000 Hz. For
some subjects, prosodic features were
reliably  extracted  throughout the
frequency spectrum. Other subjects,
however, had considerable difficulty
identifying sentence intonation and
phrase structure from high-frequency
speech regions.

Although Grant and Walden did not
measure AV performance, the variability
which they observed in subjects' abilities
to extract suprasegmental cues from
various parts of the frequency spectrum
may be related to the variability observed
in AV speech recognition. It is well
known, for example, that there are
substantial  differences in AV
performance among hearing-impaired
observers who have the same average
auditory recognition scores [25-26].
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Given the highly complementary nature
of acoustic prosody and speechreading
cues, it is possible that some of the
variability observed in AV word and
sentence recognition tasks may be related
to individual differences in the auditory
recognition of prosodic and rhythmic
cues.

WORD AND SENTENCE CONTEXT

Words and sentences provide listener's
with many additional cues besides the
usual segmental and suprasegmental
cues. For example, identifying nonsense
syllables requires that each separate
consonant and vowel segment be
received accurately. However, with
meaningful words, lexical constraints
make it possible to identify words
correctly without having to resolve all of
the individual segments. Similarly,
words presented in isolation typically
require more information than if the
words were presented in sentences. In
order to achieve the desired relationship
between segment scores and word and
sentence  scores, these contextual
variables need to be taken into account.

Following Boothroyd and Nittrouer
{27], phonemic and semantic constraints
can be represented quantitatively by
using simple power-law equations. In
Equation 1, the recognition of a CVC
word is assumed to be equal to the
recognition of its component parts. If
each of these parts is statistically
independent then,

P, = P"p, n
where P, is the probability of
recognition of the whole word, Py is the
probability of recognition of each
independent segment, and n is the
number of segments in the word.
However, in real words, the segments are
not independent and it is not required
that all segments be received for the
word to be recognized. Therefore, for
real words,

P, = Pjp, 2)
where 1< j < n. For monosyllabic words,
J is approximately 2.5 [4,27].
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Equation 3 relates words in isolation

to words in sentences,

Po=1-(1-P)k 3
where P is the probability correct for
words in sentences, P, is the probability
correct for words in isolation, and & isa
free parameter (greater than one)
reflecting the degree of predictability or
context of the sentence materials. For
low-context sentence materials such as
the IEEE/Harvard set  [5], k is
approximately 1.14. For sentence sets
with a higher degree of predictability
(e.g., CUNY sentences), k is
approximately 4.5 [4],

Combining equations 2 and 3 with
appropriate estimates of j (= 2.5) and &
(= 1.14), and substituting P_ for P, gives

Ps =1- (l-Pcz'S)l‘M, (4)
where P_ is the proportion correct for
consonants and P, is the proportion of

words  correct  for IEEE/Harvard
sentences.

AV Sentences
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Figure 9. Relation between Ay

consonant recognitipn and sentence
recognition.

Figure 9 shows the relation between
AV consonant and Ay sentence
recognition for hearing-impaired subjects.
Application  of . and  j-factorg
apprqpriale for IEEE sentences (ag
described above) would adjust the range
of consonant recognition score
match the range of observed
scores, but does nothing to re
variability across subjects. To ac
this, individual differences in
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duce the
complish
context-
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usage must be taken into account,
Studies to estimate £- and j-factors for
individual subjects, as opposed to sets of
speech materials, are currently underway,
Additionally, other measures of word and
sentence context effects are being
explored.

SUMMARY

Predictions of AV speech recognition
ultimately depend on an understanding of
how lexical access is affected by
information provided by auditory and
visual sources, the processes by which
information is integrated, and the impact
of top-down contextual constraints. Our
efforts thus far to evaluate these factors
in individual subjects have been limited
mainly to consonant recognition, the
recognition of certain prosodic contrasts,
and segmental integration skills. Ongoing
efforts to expand this work to include
vowel recognition, sentence integration,
and semantic context usage will no doubt
improve our overall understanding of
AV speech perception.
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CAN THE DEFINITION OF EACH SPEAKER BE
EXPECTED TO COME FROM THE LABORATORY
IN THE NEXT DECADES?

Francis Nolan
Department of Linguistics, University of Cambridge, UK

ABSTRACT

The symposium of which this paper is
a part address questions that arise from
speaker identification in forensics. The
focus is on what can and cannot be
expected of forensic speaker ident-
ification, and on directions for future
research. The first three sections of this
paper set the background for the
symposium, and the subsequent sections
suggest possible innovations. The overall
theme is the need to explore new methods
of imposing structure on the data used in
speaker identification in order to
understand variation. These methods
include alternative phonological models,

and a more explicit role for articulatory
modelling.

1 INTRODUCTION
The primary concerns of phonetics
have been to do with the realisation of
language in the sound medium, but the
scope of phonetics is much wider. A
broad view of phonetics might see it as
the discipline which answers the
questions ‘what can we tell when a person
speaks, and how?” As soon as someone
speaks, listeners are able to infer a wide
variety of information other than that
gontamed in the linguistically encoded
message’. Much of that information is
about the producer of the message.
ngler}e.rs can infer (with a fair degree of
reliability) the sex of the speaker, they can
induce information about his or her
health, and they can often identify the
speaker as a person previously heard.
' Th_ls last ability, the inference of
;dentlty,_ must lead us to assume that
information about individual identity is
convolved with the other information in
the speech signal. This conclusion
emerges too from other areas of the
phonetic sciences: the difficulties of
creating a reliable speech recognition
system which is speaker-independent
demonstrate that significant speaker-

specific information is blended into the
acoustic speech signal.

For automatic speech recognition, this
speaker-specific information is unwanted
noise, to be neutralised if at all possible.
But in another domain, that of speaker
recognition, it is the raw material, the
structured variability and underlying
regularity of which need to be determined,
just as phonetics has done for the
linguistically determined aspects of the
speech signal. Applications of knowledge
about speaker-characterising features of
speech include Automatic Speaker
Verification, which a massive market
awaits in fields such as telephone
banking, and, more controversially,
forensic speaker identification. The latter
provides the focus for this session.

2 DEFINING EACH SPEAKER

In 1934 Twaddell [1] cited Bloomfield
as saying ‘The physical (acoustic)
definition of each phoneme of any given
dialect can be expected to come from the
laboratory within the next decades’. With
the hindsight of six decades of acoustic
speech analysis such a statement, if
intended literally, might be seen as
betraying a certain naivety, not least about
the relation between phonological
categories and the physical signal.

On the other hand there is a real,
practical sense in which Bloomfield’s
prophecy has been fulfilled. Not only do
we have, thanks both to extensive
acoustic analysis and to advances in the
acoustic theory of speech production, a
very good understanding of the acoustic
properties which realise phonemes of
different types, but we also have
advanced statistical models (such as
HMMs) which, in some cases speaker-
md;pendenlly, can learn to recognise the
rr;ahsations of each phoneme in the speech
signal.

Whatever the correct assessment of
Bloomfield's statement, it may be the case
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that we are in a similar position vis-a-vis
individual speaker quality today as
Bloomfield was in the 1930s in relation to
phonemic quality. We have an analytic
construct, speaker quality, for which (if
we adopt an appropriately 1930s
terminology) we have behavioural
evidence, in the ability of listeners to
identify speakers. We even have a fairly
well worked out phonetic model, parallel
to that provided by traditional phonetic
analysis for the phoneme, of at least part
of speaker quality: Laver’s (1980)
framework for the analysis of voice
quality [2], for instance, can be seen as a
model of that part of speaker quality
which is under the speaker’s control. But
we do not have a comprehensive answer
to the question: ‘What defines an
individual in the acoustic signal?’

As a starting point for this session on
forensic speaker identification then we can
therefore re-phrase Bloomfield's dictum,
and debate the proposition that ‘The
definition of each speaker can be expected
to come from the laboratory in the next
decades’.

3 TWO STRANDS

There are perhaps two strands to
consider in this proposition. The first is
the nature of ‘speaker quality’. What
dimensions are involved? How much
variation does an individual exhibit? And,
most crucially, does each individual
human being occupy a unique location in
acoustic space? Or is there instead a
significant degree of ‘overlapping’, by
which an individual shares part, or indeed
all, of his or her location with others,
rather as the English phonemes /e/ and /2/
may share the phonetic realisation [2] in
words such as well and gag respectively,
as a result of contextually induced
allophonic variation? The answers which
emerge to questions such as these about
speaker quality will inform the issue of
what we might mean by ‘the definition of
a speaker’.

The second strand to the proposition is
the implication that it is specifically in the
laboratory that progress will be made
towards finding the definition of a
speaker. Of course, if consideration of the
first strand results in the conclusion that
we have no viable theory of speaker
quality, and if we take a somewhat punst
view of empirical science to the effect that
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measurements and experiments cannot
usefully be carried out in the absence of
testable hypotheses generated by a theory,
then there is no point in going into the
laboratory. But it seems unlikely that both
these negative conditions would hold. We
probably do have the beginnings of a
theory of speaker quality; and even if not,
it may be that what we most need in this
field are large-scale, pre-theoretical,
‘taxonomic’ studies of between- and
within-speaker variation. If we accept that
work in the laboratory is appropriate, we
can then indulge in informed speculation
about the kind of analyses and
methodological developments which are
likely to bring greater understanding of
speaker quality.

Although Bloomfield’s proposition is
here newly adapted to speaker
recognition, the debate which its
adaptation encapsulates is already
underway. Baldwin and French [3]
address essentially the same proposition.
Interestingly, the two authors arrive at
diametrically opposed views. In Chapter
3, French writes ‘For various theoretical
reasons, I cannot forsee a day when
phoneticians will be able to identify a
speaker with the degree of certainty
associated with the matching of finger-
prints or DNA profiles’ (p.62). Baldwin,
in the final chapter, despite having taken
throughout the book a generally negative
stance towards the present-day
contribution of acoustic phonetics to
forensic speaker identification, writes
more optimistically of the future: ‘... |
positively believe there will one day be a
“voiceprint”, i.e. a print-out from some
sort of, not necessarily electronic, device
which will be able uniquely to identify an
individual speaker’ (p.126).

The fact that the authors hold disparate
views on such a fundamental matter is, as
the foreword to the book (p.iv) points
out, potentially productive if the
disagreements are rationalised. The
shortcoming is perhaps that so little is said
about the grounds for the disagreement
that it is not clear what the f{amcwork for
any discussion might be. It is hoped that
this session will help to set out the
parameters of such a discussion.

4 FUTURE PROGRESS )
The other speakers in this symposium
provide clear summaries of problems and
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methods in forensic speaker identification,
and point to ways of improving the
methocjs. Braun focuses on the
phonetician’s role, while Broeders
discusses how much solutions from
Automatic Speaker Verification might
contribute to the forensic task. Hollien
presents a framework of requirements for
objective speaker identification, in which
nevertheless the ultimate decision is a
human one.

Perhaps, though, because all three
speakers are closely involved in the day-
to-day work of speaker identification
they have chosen to concentrate on
mprovements and extensions to current
approaches and conceptualisations. What
tIowsm try tto do in the following sections js

uggest more radical de
cuxﬁnt gllinkjng in the area, partures from

.1 he theme which links this specyati
train of thought is the need topfinlgarﬁx
ways of coping with variability, a
problem which Broeders draws attem’ion
to in his Section 2, No two utterances are
identical, even if they are by the same
speaker, and so speaker identification
cannot proceed on the basis of rejecting a
match’ every time 5 difference js
detected. Where there is a difference we
need to understand what lies behind it. To
achieve this understanding it will be
argued that we need the most
comprehensive accoupt available of how
Phonetic materia] is structured by
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phonological system but purely as a
unstructured physical aspect of the signal
In terms of parameters such ag mean
fundgmental frequency or overall
perceived pitch. Conspicuously absent
from work in speaker identification are
concepts and representations taken from
‘sA‘cr:ools of | phonology such g
utosegmental, Metrical, D
and Government, ependency,
Does this matter? After all, the phonetic
stuff is there, and the task is to distil out
the speaker-specific essence from the
signal; and it is hardly going to be
mportant what phonological model one
adheres to. But in fact it may matter,
becanse one’s phonological prejudices
may influence where and how one looks
for the speaker-specific essence.

For_mstance, if one’s phonological

model incorporates a prosodic hierarchy,
with syllables and feet at the bottom, and
Intonational phrases at the top, it may lead
one to be more choosy as regards which
events one treats as phonetically
e_quxvalent than if one sees speech as a
linear string of (phoneme-sized) beads.
English /v/ is simply /v/, but an awareness
of prosodic structure might restrain one
from treating all the vowels in debility
{dlbl!ltl/ as equivalent. Again, speaker
identification must have at its disposal
accurate descriptions of dialect or accent
differences within a language. Some of
these are extremely complex, such as
English plosive allophony (glottalisation,
flapping’, etc.; see e.g. [4] and [5] for

etrical and Government accounts), and
adeq.uate. descriptions may only be
possible in models embodying a rich
phonological mechanism, including
syllables, feet, prominence relations, and
s0 on.

Similarly, without a well worked out
modcl. of intonational phonology,
potentially speaker-specific phenomena
May escape investigation. For instance, a
search for differences between speakers in
the realisation of prosodic categories only
arises if one incorporates some prosodic
phenprnena into the phonological
description. If one’s phonological model
Incorporates an autosegmental-metrical
Tepresentation of intonation in terms of
high (H) and Jow (L) tones, for instance,
as In much recent intonational work, it is
more likely that the question will arise as
to whether speakers may differ in their

ICPhS 95 Stockholm

preferred alignment of the tones to the
segmental material. Or an intonational
model which includes the notion of
downstep will allow of the question
whether some speakers use downstep
more than others, and of those who do
use it, whether there are differences in the
implementation of it.

The general point is that the evolution
of phonological theory is driven, at least
in part, by imperfection in the fit of
previous models to the facts concerning
the sound structure of language. In order
to understand variation in the speech
signal, the forensic phonetician needs the
best available model. Good forensic
phonetic practice is currently
immeasurably better than that of the sound
engineers mentioned in Braun’s
contribution to this symposium who
compare waveshapes with no regard to
the identity of the vowels those portions
of signal are realising. But the possibility
of further progress through the adoption
of more sophisticated phonological
models needs to be explored. In a sense,
then, some of the means for progress
towards the definition of the speaker lie
outside the laboratory.

6 ACCENT ANALYSIS

Much of the contribution of the
forensic phonetician today is of a kind
which pre-dates instrumental analysis of
speech samples. It is, in effect, practical
dialectology; and when the question is
whether two samples of speech were
produced by the same human being, a
sensible first step is to see whether they
manifest the same linguistic properties by
comparing their pronunciation. If the
pronunciations are grossly different, the
samples are unlikely to get as far as the
forensic phonetician - those responsible
for the legal side of the case will use their
own judgment and conclude that a speaker
with a London accent in one sample is
unlikely to be the same individual as the
Scottish speaker in another. The role of
the phonetician will normally be to
adjudicate in cases where the samples are
already superfically similar. The specialist
skills which a traditional phonetic training
provides will allow the phonetician to
notice, and classify, differences between
samples which are more subtle than
would be noticed by most untrained
listeners. Although “there are many
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problems to do with the linguistic
variability which the speech of one person
undergoes as a result of factors such as
style, speaking context, and
accommodation to interlocutors, close
phonetic analysis can often reveal patterns
of difference between samples which
make it unlikely that they come from the
same source.

How far one can go in the opposite
direction and treat the absence of
differences in pronunciation as evidence
pointing towards the samples coming
from the same speaker is a contentious
matter. It rests, ultimately, on the question
of how finely the ‘isoglosses’ of a dialect
map can be drawn. The strongest position
(see e.g. [6]) is that each individual
speaks an ‘idiolect’. However, even if it
could be demonstrated no two individuals
share a complete set of linguistic phonetic
properties, it is doubtful whether the finite
(and often short) samples available in
forensic cases would allow a safe
extrapolation from ‘sameness of sample’
to ‘sameness of speaker’. As argued in
[7] linguistic phonetic sameness may
licence conclusions of ‘possibly’ the
same, but not ‘probably’.

Nonetheless linguistic phonetic
analysis is an important element in the
forensic phonetic approach, and must
surely enter into ‘the definition of the
speaker’. Since such analysis requires a
well-trained phonetic ear, surely it is
unrealistic to expect progress on this
aspect of the speaker’s definition to come
from the laboratory?

It is in fact far from unrealistic. For
one thing, in the everyday practice of
forensic phoneticians, acoustic analysis
already supplements auditory analysis of
what are, in effect, dialect features. But
looking at the issue more fundamentally,
auditory phonetic descriptions are
necessarily abstractions, and rely on
categories identified by selected
perceptually salient characteristics of a
sound. It has been shown in other
phonetic areas that impressionistic
descriptions may be only partially
accurate. Production studies, for instance,
have shown (cf. [8]) that segmental

‘assimilation’ can be an articulatorily
gradient phenomenon, contrary to the
implication of many segmental
descriptions. Similarly, doubt has been
cast [9] on speech error work based on
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impressionistic observation. EMG
monitoring of muscle activity reveals that
far from involving only discrete segmental
effects, speech errors range along a
continuum of muscle activation.

The analogies of these findings as far
as accent and dialect are concerned must
as yet be a matter of speculation; but
perhaps they are to be found in the effects
which lie outside the static ‘frozen frame’
([10], ) p.108) on which segmental
phonetic description is based, and which
1mphc1tly or explicitly focuses on a
characteristic ‘target’ for a segment. So
whilst we might traditionally describe two
accents as having a ‘dark’ syllable-initial
realisation of 71/, and a close-mid
realisation of /e/, the description of the
accents might be refined by the discovery
of systematically different coarticulatory
treatments when the segments are
Juxtaposed. Fine details of intra- and
Inter-syllabic timing, elusive to auditory
analysis, might be highlighted. And
dnfferenges In Intonational features, such
as the alignment of pitch peaks relafive to
segmental material mentioned in the
previous section, might be revealed as
?gc?t-sp_ecl_ﬁc. There is no evidence that
r € description of an accent is exhausted

Y What the ear can hear in the context of
a clsa.951§a! phonemic framework

uch mstrumentally-mcdiaied detai

;\(')oul;i‘, !0 a sense, provide a finer ‘mee[sag}

hr the dialect grid which traditional

goonetlc's Imposes on the speech

hmmgr\1ty.. Given that the forensic

E)v h?gl?t;::a:t 1ls lnk?ly to be sent samples

east fairly similar i
the finer that mesh is, the mort he or she
s e 3

Bgrflfadd to what the lay person E:no;lééf\‘:

: )1, ?Is-euri)t spe;kers rpight be discriminable

. -auditory’ secondary diaject

rences 100 subtle to be conscious]
lliri;?lmpulalble; and if even the fine mesﬁ
against them being i he odds
again eing from

1Srt1i(lillv1d}1al are §honen§d (thoug}txhoenesr?gl;
il garuar[c}i] agfxlnst the temptation to claim
in s):)mz mgrsedi)?'zcsil::aker Ty B cause
Wv " ’
sarr/;ples hshare the same :zct::{; pefore the

nother igsue is whether the tas

phhoncuman in ‘dialect spot?iigstv?lg ll_le
E e futu;e, be automated. As far as ¢ m
aware, little work has been done t 'dm
this goal. In the conte s

: Xt of a multj-dj
' -di
automatic speech recognition sys;ticljrclt
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however, [11] reports a technique whj
automatically assigns a speake(r]t; (:1}:2}
four major English regional accent groups
on the basis of several pre-determined
utterances. These are chosen to contain
diagnostics for the different accents. Ina
sentence containing the words father,
path, and car, a similar vowel quality for
all three ([a:]) suggests Southern British,
different for all three ([a], 2], [a)
General American, and so on. The crucial
events are identified in the input utterance
by time-warping it to a segmented
reference utterance, but all spectral
comparisons are internal to the input
signal, so that no normalisation for
individual speaker characteristics is
needed prior to the accent decision.

This method requires the production of
agreed speech material, and so even if its
accuracy and discriminatory ability were
vastly increased it would not threaten the
role of the phonetician, whose knowledge
and skill often permit an assessment of
dialect similarity or difference on the basis
of short samples of differing content. But
in future decades a semi-automated and
vastly improved version might have a role
to play where amounts of material are
large. Orthographic transcripts of long
recordings could be searched
automatically for words with dialect-
sensitive vowels. These words could be
located automatically in the acoustic signal
by ASR techniques, with manual
correction if necessary. Acoustic
parameters would be extracted, and used
firstly for ‘sample-internal’ dialect
spotting, as described above; and
secondly for direct comparison with
values from another sample.

To suggest a procedure of this kind is
not to ignore the difficulties — the effects
of prosody, segmental context, and so on
—but given the extremely powerful signal
processing technigues available even
today it is not too early to speculate 2s t0
how they might be applied in 2
phonetically informed way to the problem
of speaker identity.

In this section, then, I have suggested
that the laboratory should provide new
approaches to the definition of accent
characteristics, and to the detection of
accent, which have up to now been a field
predommam]y for auditory phonetics.
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7 VOCAL TRACTS SHAPE

Current research on defining the
speaker involves measuring values such
as formant frequencies associated with
particular phonological events, and
deriving estimates of between- and
within-speaker variation. This is a vital
kind of data collection, and needs to be
pursued on as large a scale as possible.
But the work tends to treat the measured
values as independent, and as varying in a
purely statistical fashion, rather than as
varying in a lawful way governed by the
nature of their source. Only by referring
back to the source can the significance of
variation begin to be assessed.

To put it another way, an individual’s
vocal tract shapes, and imposes strict
(though by no means absolute) constraints
on, the sound he or she can produce; and
by considering measured acoustic values
not in isolation but in relation to their
source we may gain a more powerful
grasp on variability.

It is already possible to estimate vocal
tract lengths from formant frequencies,
and, using for instance linear prediction,
to estimate cross-sectional area functions
for particular vowels. We can also use
vocal tract synthesis models to compute
formant frequencies for different tube
shapes, and we can restrict the range of
tube shapes broadly to those which are
anatomically plausible. Source inference,
and articulatorily realistic vocal tract
synthesis, may prove powerful tools in
the interpretation of variation.

For instance, two tokens of a vowel
taken from different recordings turn out to
have similar first and second formant
frequencies, but a less similar third
formant frequency. What is the threshold
we use to decide ‘different speaker’?
Though clearly one would never answer
the question ‘are the recordings from the
same speaker’ on the basis of one vowel,
the ‘threshold’ problem arises however
many factors are taken into account. At
present, the threshold would have to be a
purely statistical one: from databases, we
might estimate that a speaker’s F3
frequency will vary by a given percentage
for a particular vowel. But if the first
recording contains enough material fora
reasonably accurate vocal tract model of
the speaker to be derived, it may be
possible to say something like ‘it is highly
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unlikely that the source of the first
recording could achieve the specific
combination of formant frequencies found
in the vowel from the second recording.’

In this way acknowledging the
mechanism producing the speech would
allow us in our decision making to go
beyond purely statistical treatments of the
variability of acoustic data .

Such progress, if it is made, will come
not simply from the laboratory, in the
sense of empirical discoveries, but from
the application of the acoustic theory of
speech production.

8 ARTICULATION MODELS

A greater general awareness of the
source of the speech signal may permit
other novel insights. Speech does not
originate from a tube producing a static set
of formant frequencies, but from a
dynamic complex of articulators working
in close coordination to achieve the
phonological requirements of an
utterance. Generally we do not assume
that every phonetic dimension is crucial at
every instant in an utterance. Rather, we
hypothesise that some ‘target’ events are
more crucial than others. If this is the
case, speakers may evolve individual
articulatory strategies for achieving and
moving between such targets. Such a
view is implicit in studies of coarticulatory
idiosyncrasy [12], [13].

But the relation between phonological
requirements and articulation is not
theory-neutral; nor are potential sources of
between- and within-speaker variation
totally independent of theoretical
assumptions; and soO it would be
negligent for researchers in speaker
identification to ignore theoretical and
practical developments in articulation
modelling. )

Perhaps the most radical current view
of the relation between phonological
specifications and speech is Articulatory
Phonology [14,15], whose phonological
primitives are ‘gestures’ such as ‘labial
closure’. The notion of a gestures 1s taken
from work on the control of skilled
actions in a framework called ‘Task
Dynamics’ [16]. Gestures, unlike features
or segments, inherently possess dynamic
characteristics, and they permit the
computational modelling of articulator
movements. A ‘gestural score’ specifies
the relations between gestures needed for
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particular utterances, and is seen both as a
lexical-phonological representation, and a
representation of the implementation of
the utterance. It is possible to synthesise
the speech signal from the gestural score
via the task dynamic modelling of
articulatory interaction and a vocal tract
synthesiser, making it possible directly to
predict the acoustic effect of constellations
of gestures.

In Task Dynamics coordination of
gestures 1s not represented straight-
forwardly in the time domain, but in the
phase-plane’, which depends on viewing
articulatory movements as oscillations
(damped or undamped). It has been
claimed ([16], p.41 ff) that representation
in the phase-plane may reveal consistency
of gestural organisation across differences
of rate and stress which is obscured by
representations in the time domain. The
phase—plan_e might, in effect, reduce
apparent within-speaker variation in the
timing of events. If the phasing turned out
to dlffe_r across speakers (as some studies
have implied, e.g. [17]), a better

scparation of speakers might be achieved
than is possible in purely acoustic data.

Importantly many kinds of phonetic

variation associated with changes in rate
and style, and which are often modelled
as the output of phonological rules, are
said to emerge automatically from the
gestural account as a result of general
processes of increased overlap between
gestures (presumably some inter-gestural
phasing relations do change) and
reduction in magnitude of gestures [14]
In the sentence ‘He said ¢ fan could
.[vurprue you’, which might be realised as
r;.;)dlfaen kad sapraiz ju] or, more
pidly, as [..5 fen kad spraizu], the
apparent change of the alveolar nasal toa
velar would result from the velar gestur
for the plosive overlapping the alvéolai
gesture and masking its acoustic
consequences (cf. [18]); the ‘deletion’ of
the first syllable of ‘surprise’ would be a
automatic consequence of the labi‘:;
closure overlapping the [s]; and the [z]
wfould result from the competing effects
gvertl;vo ingestl:jres (for [z] and {j])
articulz?l%r.g and competing for the same
_Faced with two very di 2 i
stimuli, let us say ?gg{er::é d:O:l?c
ulte'rance of ‘fun could’, or ‘surpris‘tj
you', from different recordings, it might
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be possible to determine whether the
different acoustic properties of the second
one (changed formant trajectories
du;atlons. etc.) are compatible with ii
being a speeded up version of the first
one, or are the product of a different
articulatory mechanism. That is, if we
have enough speech at one rate in the first
recording to be able to replicate the
speaker using articulatory synthesis, and
if rate change turns out to involve similar
articulatory strategies across speakers, we
could change the rate of articulation of the
synthesised version of the first and test
whether the acoustic properties of the
second recording are compatible with it
having been produced by the same
speaker.

The implementation, let alone practical
application, of such a procedure, lies a
long way off. In particular the inference
of articulatory activity from the acoustic
signal, which is a prerequisite to the
suggestions above, would require a very
sophisticated method probably involving
analysis-by-synthesis. But such an
approach is not unimaginable, as it would
have been until relatively recently, and it
is the kind of ambitious goal which might
stimulate fundamental laboratory research
towards taming the variability problem in
speaker identification.

9 TWINS SPEAK

The linchpin of any investigation is
control. If we are to understand the ways
in which speakers differ, and we assume
that lh’e differences can broadly be
categorised as dependent on ‘organic’ and

learned’ factors, it would be useful to be

able to control one or other of these
factors. Nature provides such a control in
the case of identical twins, for whom it is
a reasonable hypothesis, though not a
certainty, that they will have extremely
similar vocal mechanisms. This natural
control case must surely figure
prominently in future research into the
definition of a speaker.

Recently a pilot study of three pairs of
university-age identical twins, brought up
in shared. environments, was carried out
in Cambridge by Tomasina Oh. The twins
recorded lists of words with /I/ and /t/
before a range of vowels, as in [14], one
of the objects being to discover if
members of a pair had different
coarticulatory strategies. Interestingly,
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consistent differences of various kinds did
emerge between the members of each

air. In the most striking case, /t/ was
realised by different articulations: as [1] by
one member and as [v] by the other, with
consequent acoustic and coarticulatory
differences. In another pair, one member
consistently palatalised /I/ more than the
other. In the third pair, whose words
showed in general a high degree of
similarity, one twin showed greater
fronting of /u/ after /I/ than the other. On
the other hand the prediction that there
might be distinct coarticulatory strategies
was not borne out in general.

This particular study demonstrates that
identical twins do not have identical
speech. But, more generally, studies of
twins provide the possibility of studying
the extent to which speaker characteristics
are behavioural rather than anatomical.

10 CONCLUSION

It is certain that progress towards the
definition of the speaker will involve the
laboratory. What 1 have argued here is
that to tackle the central problem of
between- and within-speaker variability, it
will not be sufficient (though it will be
necessary) to carry out acoushic
measurement studies on large
populations, and to continue only to apply
current techniques of analysis. Rather,
theoretical and technical innovations of
various kinds are needed; and our goals
need to be, perhaps, more ambitious than
at present.

In what sense ‘the definition of each
speaker can be expected to emerge from
the laboratory’ will have to wait for an
answer until the results of such
innovations begin to materialise. Whilst I
share French's more cautious view that
speaker identification will never be _hke
fingerprinting (section 3 above), I believe
we are far from having reached the
bounds of what is possible in speaker
characterisation.
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THE FUTURE OF SPEAKER IDENTIFICATION: A MODEL
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ABSTRACT ‘

One of the major areas within Forensic
Phonetics, and to some extent Phonetics in
general, is that of speaker recognition—-and
especially speaker identification. To date,
most of the problems attendant to this issue
have escaped resolution. The chaos here
may be due to the fact that several types of
professionals (Phoneticians, Engineers,
Psychologists and the Police) all are
working in the area but in a fairly
uncoordinated manner. The strengths and
abilities each bring to it are incomplete and
often are further degraded by their
weaknesses. The result is that no robust
method of speaker identification currently
exists. The following presentation will
provide a review of the basic problems in
the field, its boundaries, past approaches to
the problem, the strengths and limitations
of the relevant specialists and a model
which could lead to its resolution in "the
next decades.” Forensic Phoneticians are
central here; however, the model specifies
that objective means must be employed if a
valid and effective speaker identification
system is to become a reality.

1. INTRODUCTION

One of the fairly new--and certainly
exciting--areas within the Phonetic Sciences
is that of Forensic Phonetics. Specialists
with-in this area are making significant
contributions both to relevant research and
in response to problems faced by members
of the legal and law enforcement
communities. This interface ranges from
speech enhancement and/or decoding to
tape authentication, from detection of stress
in voice to the vocal cues which signal
intoxication. However, of all the problems
encountered, that of speaker identification-
is probably the most challenging and

(perhaps) the most important. For one
thing, it involves issues that are
fundamental to the Phonetic Sciences;
indeed, it appears appropriate to state that
research here should claim a measurable
portion of our time and energy. Second, it
holds substantial social significance.

By now we should have defined and
structured the issue. If we could not "solve"
it, we should have, at least, approached it in
a coordinated manner so that the relevant
relationships could be systematically
researched. Unfortunately, we have not
done s0. As a discipline, our members have
tended more to react to positions taken by,
or requests from, members of other
disciplines rather than to have organized
the necessary models and carried out
appropriate research. Whether we like it or
not, this area of our field is in near chaos.

In the preceding paper, Nolan has
provided most of the basic definitions
relative to the speaker identification task
and has outlined certain of the specific
problems and difficulties we face. In the
effort to follow, an attempt will be made to
supplement his perspective and provide a
model which could lead to a solution "in
the next decades”. To do so, several issues
must be addressed; they include reviews of
1) the bases for speaker identification; isit
possible to do it in the first place? 2) the
boundaries of, and approaches to the
problem; which of the available approaches
may ultimately lead to a successful
resolution? 3) the other classes of
professionals who are relevant to the area,
what are their responsibilities and what
contributions can they make? 4) guidelines
for future speaker identification efforts; i.€.,
the proposed model.

2. BASES FOR SPEAKER
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IDENTIFICATION

Two related questions may be asked
about the identification of speakers by
voice. They are: 1) does each human speak
in a manner so idiosyncratic that, overall,
he/she is different from all others and 2) is
inter-speaker variability always greater than
intra-speaker variability? The answer to
both of these questions is a resounding
"probably not!" Worse yet, it is to the
discredit of our discipline that we have not
already researched these fundamental issues
to any great extent. Indeed, nearly all the
authors of the over 700 presentations on
speaker recognition listed by Hollien and
Alderman [1] have addressed only narrow
issues or relationships--and many of them
involve "application.” Application? At first
glance it would appear counterproductive
(if not ludicrous) to attempt the "solving"
of a problem before its nature is under-
stood. None-the-less, this situation
functionally constitutes the present State-
of-the-Science re: speaker identification.

What is needed, of course, is a major
research thrust in the basic areas. For one
thing, researchers should attempt to
determine if talkers actually do exhibit
unique enough characteristics to permit
universal speaker identification to be
developed. At the very least, an effort of
this type would establish the limits and
boundaries of the problem and, possibly,
lead to techniques and/or procedures which
would permit a valid, if restricted,
response.

In reality, there is little-to-no possibility
that such a massive effort would be
supported by any agency or group. This is
surprising as there is no question but the
need for valid speaker identification and
verification methods is a critical one. It
exists in nearly every sector of society.
What is lacking is the foresight by any of
the relevant agencies to see beyond an end-
product. Sadly enough, the need is for basic
research; about all that will be supported is
"product development.”

Given the unlikelihood that basic speaker
identification issues can be addressed in any
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meaningful way, only a single recourse
appears available. That is, all that may be
possible is to generate a working model by
the synthesis and interpolation of current
information as supplemented by research
conducted on a piece-meal basis. Actually,
some of the necessary relationships have
been established--at least enough of them
for researchers to attempt advances in this
area. Useful data already can be found in a
number of published articles and reports;
four books (Baldwin and French, 2;
Hollien, 3; Kienzel, 4 and Nolan, 5)
provide summaries of most of the important
relationships; further, they suggest some
useful models. It now appears evident that
the two questions cited above must be
answered in the negative only if a binary
answer is required. It also appears evident
that a given talker may be differentiated
from other individuals within specific sets
of speakers if a critical number of his or her
features are measured and appro-priate
metrics (in multidimensional space) are
established and compared. On a simpler
level, it appears that establishing speaker
profiles may very well be of merit. What
appears both needed and realistic is
completion of a number of investigations in
which attempts are made to identify and
validate those individual parameters—-plus
constellations of parameters--which are
robust to the task. Subsequently, the
resistance of these individual parameters
and profiles to forensic type degradation
can be studied. However, it should be
noted that this element within the model
does not reject human decisions for some
mathematically derived metric or group of
metrics. The fundamental focus here still
would be on human performance and it's
assessment by humans.

3. THE BOUNDARIES OF SPEAKER
IDENTIFICATION '

As was pointed out in the prior paper by
Nolan (see also Hollien, 3 for a definition),
speaker identification is only one element
within the general rubric of speaker
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recognition. Here the task is to determine if
a given (and known) speaker is the same
person as the one who produced the target
utter-ances (i.e., the "unknown" talker).
This task is a very difficult one primarily
due to the nature of speech and the
situation within which it exists. The speech
will be noncontemporary; all sorts of
channel and speaker distortions may (and
usually do) exist. For example, 1) there
may be many competing speakers, 2) the
unknown talker may have provided only a
limited speech sample, 3) the process is an
*open"” one (i.¢., the unknown may not be
in the suspect pool), 4) speakers usually are
uncooperative, 5) poor recordings may
exist, and so on. In this milieu, the scientist
(or practitioner) will have little control over
the available signals.
On the other hand, speaker verifica-tion
is a process where an attempt is made to
authenticate the identity of a given speaker
by comparing his utterances to those in a
closed set of voices of which he is a
member (that is, unless he is an imposter).
Because of the high control practitioners
enjoy in this situation (a closed set, speaker
cooperation, continual updates, exten-sive
samples, sophisticated equipment, etc.) the
challenge of speaker verification is a much
less rigorous one than is that of
identification. As would be expected, far
more research has been carried out in the
yex:iﬁcation area (than on identification) as
it is easier to manage and can lead to
substantial monetary returns. What few
people appear to realize is that, due to the
severe challenge created by the identifi-
cation task, there is little chance that even
successful verification approaches can be
applied to "solve” identification. It also is
unfortunate that very few people
understand that any method which is
spccessful for speaker identification will
simultaneously solve the verification
problem.

Boundaries to speaker identification also
have been established in other domains. In
one case, itis the decision-making process
that is controlling. There are three “entities”
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which can be involved in this process: 1)
laymen, 2) professionals  (usually
Phoneticians) and non-humans (ie,
computers, other machines). These
divisions, while even more complex than
they seem, have essentially been defined in
Courts-of-Lzw. They will be discussed in
tumn. i

3a Laymen.

The Courts have pretty much established,
defined and limited acceptable behavior for
the first of these cohorts, i.e., laymen.
Ordinarily, the process involved takes one
of two forms. In the first instance, an
individual who can demonstrate a close
familiarity with the unknown talker is
allowed to testify that he or she can
recognize and identify him or her as the
(otherwise) "unknown" speaker. In
support, there is very good research
evidence as a basis for this postulate; that
is; people who really know a talker usually
can identify that person from speech
samples at very high degrees of accuracy.
On the other hand, there is no research
available which will allow predictions to be
made about how often a given individual

will be correct in a specific situation. .

Moreover, the question must be asked as to
whether or not this procedure is part of the
speaker identification milieu? Of course it
is. While not central at all to the
fundamental requisites of the area (or the
model to follow), it is the responsibility of
Phoneticians to study such behaviors and to
define them and their limits.

The second subgroup within the
untrained cohort involves people who do
not know the talker but have heard him.
We know from research that untrained
individuals, while usually not particularly
good at this task, exhibit great variation in
their natural ability and that environmental
circumstances may have a substantial affect
in upgrading or degrading their perform-
ance. Additionally, the process here often
culminates in what are referred to as
earwitness lineups or "voice parades.”
These lineups are a reality and cannot be
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ignored. The procedures used in their
conduct vary wildly both with respect to
their nature and quality; currently, a lively
controversy exists as to who should control
the earwitness process in the first place--
Phoneticians, the police or relevant
Psychologists. Again the problems
associated with earwitness lineups are
rather peripheral to core speaker
identification. Nevertheless, the issues here
are the responsibility of the Forensic
Phonetician. Relevant procedures are, and
will continue to be, employed by law
enforcement agencies and the courts. While
they cannot be central to our model, they
must be taken researched

and understood.

3b Professionals.

The second group includes trained
professionals--usually Forensic
Phoneticians—who are responsible for the
judgements about a speaker's identity.
Since the professional but rarely knows the
unknown talker, their procedures must
involve systematic comparisons of some
type. They certainly require that a stored
sample of the unknown talker, plus one for
the suspect, are available. As is well
known, Phoneticians often employ panels
of trained and untrained auditors to
perceptually judge whether a particular
unknown voice was produced by the same
person as was the "known" voice. This
procedure usually involves direct
comparisons of samples which are
embedded in a field provided by foils or
controls. The Phonetician uses the resulting
scores to aid him or her in making
decisions; machine processing also may be
carried out for the same purposes. But
what he or she most commonly does is
listen to samples of the unknown voice plus
that of the suspect (possibly within a field
of foils) over and over again. This process
ordinarily involves assessment of these
talkers'  specific  features  (dialect,
fundamental frequency, voice quality,
articulation, etc.,) one at a time. It has been
shown that techniques wherein the
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segmentals and suprasegmentals of speech
are systematically evaluated work pretty
well and they do so under a variety of
conditions. Nonetheless, not much is
known about the efficiency or, even, the
validity of these approaches. There does
not even appear to be a methodological
consistency among the  Forensic
Phoneticians who work in this area. Which
of these professionals is better at it than
others, what are their "hit" rates, how do
the various techniques stack up against
each other, how does effectiveness vary as
a function of different situations? The
questions ate many but the answers few.
Moreover, this area is absolutely central to
the speaker identification process.

3¢ Machines.

The third approach is that of machine
processing of the speech signal for speaker
identification ~ purposes.  Again  the
procedures employed take two directions.
The first involves traditional signal
processing techniques such as axis
crossings, HMM, LPC, Cepstral
approaches and/or related methods. In the
second, researchers attempt to duplicate
human auditory processing of the signal;
they seek out those features that auditors
employ in making identification decisions,
attempt to develop appropriate algorithms
and, subsequently, program computers to
mimic the process. These several
approaches have a longer history than is
generally appreciated. Early attempts at
development reach back to the World War
Il era and are contemporary with the
"voiceprint" technique (i.e., subjective
pettern matching of time-frequency-
amplitude sound spectrograms). Some of
the early attempts were sited at government
or industrial laboratories, others were
commercial efforts at speaker verification.
Unfortunately the thrust was primarily on
system development rather than on data
gathering relative to basic identification.
Hence, a number of excellent beginnings
were abandoned when field trials proved
disappointing. Even the few sustained,
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long-term programs have progressed but
slowly. It must be said that even the near-
magic of modern technology is not
inadequate to the task when the
establishment of applied techniques is
required before the basic relationships are
understood.

Therein lies the functional challenge to
the forensic application of speaker
identification--or to speaker identification
procedures developed for any reason. It
will be difficult to establish any kind of
effective system until at least reasonable
information is available about the natural
boundaries of this area and the inter- and
intra-speaker  variability  confusions
resolved. Once relevant relationships here
have been established, the ways by which
application can be carried out also will
become available.

4. PARALLEL BUT
UNCOORDINATED EFFORTS

A second rather serious problem also
exists in the speaker identification area. It
results from the well intentioned, but
sometime misguided, efforts of the three
major groups of professionals working on
speaker identification problems. They are
the Phoneticians, Audio-Engineers and
relevant Psychologists. The insularity and
narrowness within each of these groups is
creating a serious impediment to orderly
progress in the area.

For example, the expertise of
Psychologists and Phoneticians overlap in
the earwitness identification area. Of
course, the Psychologists appear to be
almost exclusively concerned with voice
parades, whereas Forensic Phoneticians
have tended to downgrade this procedure
as a risky one at best. It is only very
recently that each of these groups has
becomt.: aware of the relevant philosophies
and afznvities of the other. Procedures here
certainly would benefit from a melding of
the behavioral skills’knowledge of the
Psychologists (and their
research/experience  with eye-witness
lineups) and the Phonetician's fundamental
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understanding of hearing and aural-
perceptual speaker identification. Further,
an even more active role, by Psychologists,
directed at other speaker identification
issues should result in better understanding
of all of the behaviors involved.

A problem with even more serious
consequences is that which exists between
Phoneticians and relevant Engineers. Many
Phoneticians are quite unwilling to extend
their identification efforts beyond the
traditional aural-perceptual techniques and
employ modemn technology. On the other
hand, Engineers often view the
identification process as a simple signal
analysis exercise and do not seem to
understand how the effects of social
pressures, the enormous variability in
human behavior and the vagaries of the
forensic milieu itself can disrupt machine
processing of any type. Accordingly, with
but few exceptions, the Phonetician's
computer-based efforts have been rather
feeble and Engineers' attempts to fit their
procedures into the real world have been
equally disappointing. On the one hand,
many Phoneticians refuse to accept the
possibility that the only solution to the
speaker identification challenge will involve
the use of modern technology. Yet, the
reality here is quite apparent. On the other
hand, the Engineer typically cites what he
or she perceives as inadequate quantitative
skills on the part of the Phonetician as well
as the contradictions-confusions to be
found in their literature. Engineers suggest
that the answer is in the signal and a good
solution can be easily achieved if they only
were allowed to address the problem.
Perhaps so. However, if this is true, why is
it that progress is relatively nonexistent
when the much more malleable issue of
speaker verification is considered? More
important, even after decades of great
effort, closure still has not been realized
with respect to the challenge of speech
recognition by machine. Perhaps it is
because Engineers have not been willing to
address problems related to speech and
speakers as well as the myriad of other
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distortions  (environmental,  channel,
speaker) found in the communicative act.

Unlike the difficulties outlined in the
previous section, a reasonable solution re:
the differences among professionals, may
be possible. That is, after nearly a half
century of frustration, these groups may be
realizing that they need to establish a
functional interface with each other.
Further, since Phoneticians are central to
the problem, it would appear that they bear
the primary responsibility in fostering such
cooperation. Not an easy task, of course,
but one that is mandatory if an effective
solution is to be realized.

5.AMODEL

As stated, there currently appears to be
only one reasonable solution to the
challenge of identifying speakers by voice.
It is to develop a machine-based system
which can be used to decode and analyze
the identity information contained within
the speech signal in much the same manner
as does the human being. The responsibility
for each decision would be the same (i.e.,
the professional), the primary difference
being that software would be substituted
for neuroprocessing. One such approach
has been to identify, and single out (for
processing) those features which people use
in this manner (Hollien, 3; Stevens, 6). For
example, fundamental frequency level and
variability, vocal intensity patterns, prosody
plus voice and speech quality are among
those elements which have been specified.
Segmentals also can be included but they
are a little more difficult to process on an
automatic or semiautomatic  basis.
Nonetheless, patterns of vowel formant
usage are important here as are articulatory
gestures and especially dialect. The
advantages of using an approach such as
this one is that the data from aural-
perceptual speaker identification research
can be used to structure the effort; after all
humans actually attend to such features and
generally are reasonably successful in using
them as identity cues. Perhaps even more
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important, auditors appear capable of
carrying out this task even in the face of
severely degraded listening conditions.
Thus, it should be clear that, if machines
can be taught to focus on these same
relationships, and process them properly, a
reasonable solution to the cited problem
should be achievable. Certainly, a given set
of procedures can be established, applied
and tested; as a result, system strengths and
weaknesses can be understood. It is only by
this approach, or a similar one, that a valid
and effective speaker identification
procedure can be developed. Most
important, its use would eliminate most, if
not all, of the very subjective methods
currently being employed. Indeed, it is
difficult to understand, much less assess (on
any reasonable basis anyway) the effective-
ness of Forensic Phoneticians no matter
how well trained, talented and motivat-ed
they are. Worse yet, some of their
techniques may be considered proprie-tary
and, hence, cannot be assessed at all.
Please note, however, that it is not being
suggested that only machine (computer)
assessment of natural speech features is a
viable approach to speaker identification.
There probably are other elements within
the speech signal that can serve as effective
identify cues also. The fact that traditional
signal analysis approaches have proven
grossly inadequate should not preclude
efforts to identify still other cues that
maybe more robust. Further, it must be
remembered that many assumptions must
be made even if signal analyses of the
natural speech feature type are employed.
That is, it is not presently known just how
robust each of the "natural” attributes are
when environmental distortions (noise,
passband, speaker distortions) are present,
nor is it known how they can be combined
to effect good decisions. While logic and
available data will allow a few predictions
to be made, it is not possible to specify just
how robust each parameter will be under all
(or even some) of the conditions which will
occur. Nor is it known just how they
should be normalized and weigh-ted within
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the speaker profile. Of course, any signal
analysis approach will suffer from these
same restrictions. Hence, experiments will
have to be carried out to establish these
relation-ships before vectors are applied.

Is it possible to proceed even in the face
of questions about speaker variability and
the differential effects of speakers,
recording equipment and the environment?
This query probably can be answered in the
affirmative if a model is established and
safeguards are included in its structure. A
suggested model is as follows.

1. It must be assumed first that only digital
analysis of the signal will yield a method
that ultimately can be established as: a)
stable, b) robust, c) efficient and d)
universal,

2. The ultimate decisions made must be the
responsibility of Forensic Phoneticians
and/or  other professionals--not the
machines themselves.

3. The limitations (cited in the text) must be
addressed or, at least, taken into account.
That is, compensation for the possibility
that intra-speaker variability may exceed
inter-speaker variability must be made both
Wwith respect to relatively small and very
large populations of talkers. The system
also must be resistive to channel and
speaker distortions.

4. It must be recognized that any attempt to
establish a functioning method must be
programmatic in nature. That is, it is
doubtful that one or even a few
experiments will yield information sufficient
to develop a working system; a substantial

program of research will have to be carried
out.

5. The parameters, features and/or vectors
(within the signal) which provide the
identity cues must be identified and tested.
As has been implied, enough information
must be gathered about each of them that
their behavior can be predicted. The
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situations in which they are effective and
not effective must be established.

6. The ability of a proposed "system" to
respond to a variety of situations and
challenges should be researched and system
robustness inductively specified. Test
selection and administration is critical to
this process. There is little chance that a
system designed even for limited use can be
developed unless users have information
about the specific types of situations to
which it can be successfully applied.

7. The system must be multidimen-sional in
nature. Indeed, there probably is no single
(or even small group of) feature(s) that will
permit a particular speaker to be identified
even under the most restricted of
circumstances. Further, identification of the
number and class of situations in which the
method will be effective will require
additional analysis--and ultimately the
merging of a number of features. The
number and class of situations in which the
method will be effective will require
additional analysis—and ultimately the
merging of a number of features. A profile
approach should be a effective in this
regard.

As may be seen, the model cited specifies
that an objective (rather than subjective)
approach must be taken if the speaker
identification problem is to be resolved. So
oo must a concerted effort be mounted to
permit rational decisions to be made as to
what may and may not be a accomplished.
This discourse should not be interpreted as
one of fault-finding as many researchers
have contributed materially to the corpus of
information now available. Nor is fair to
fault individuals for carrying out finite
(rather than programmatic) projects; often
the culprit was the simple lack of funding.
Perhaps, the only blame to be assessed here
is one which can be directed at those
practitioners who make sweeping claims
about their methods; some show promise
but all presently are of limited scope.
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The solution also demands a change in
the work patterns and philosophies of Fhe
specialists involved. Anyone--including
Forensic Phoneticians--who believes that
good resolution will emerge solely. from
efforts within his or her specialty, is not
being realistic. It will take the combined
efforts of members from all three of the
cited professions to affect a solution.
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PROCEDURES AND PERSPECTIVES IN FORENSIC PHONETICS

Angelika Braun
Speaker Identification and Tape Analysis Section, Bundeskriminalamt, Wiesbaden,
Germany

ABSTRACT
In this contribution, it is argued that
the forensic applications of their field
should no longer be ignored or denied by
phoneticians. The development of foren-
sic phonetics in the last decade including
the increased importance of computer-
ized procedures is outlined. Owing to the
degradations introduced to the signal by
the conditions under which forensic re-
cordings are typically made, however,
there is serious doubt that a fully auto-
matic voice identification device will
emerge in the near future. Topics for

further research are indicated.

1. INTRODUCTION

The forensic application of phonetic
sciences is one of the most controversial
issues within the phonetics community.
The extreme standpoints are probably
represented by the successors of the so-
called voice print technique in the United
States, i.e. the Voice Identification and
Acoustic Analysis Subcommittee
(VIAAS) of the International Association
for Identification (IAI) on the one hand
and groups like the British Association of
Academic Phoneticians (BAAP) or the
Bureau du Groupe Communication
Parlée de la Société Frangaise
d'Acoustique on the other hand. Whereas
the former group not only advocates fo-
rensic speaker identification uncondi-
tionally but also basically holds the view
that anyone with a high school diploma
can do it after having undergone a two-
week training course[1], the latter have
taken rather strong positions against fo-
rensic phonetics in general and forensic
speaker identification in particular by
adopting motions to the effect that pho-
neticians  should not engage in such

tasks[2]!. A third view on the subject is
represented by the International Associa-
tion for Forensic Phonetics (IAFP),
which was formed in York in 1989. This
organization aims to provide a forum for
discussion among those who either work
in the field of forensic phonetics and/or
have an academic interest in it as well as
to define and ensure professional stan-
dards in this area.

Discussion about the forensic appli-
cation of phonetics has focussed on two
principal issues: (1) Is it ethical for any-
one to undertake forensic case work at
all as long as scientific/empirical proof
for the notion of "one speaker - one
voice" has not been established?; (2) Are
phoneticians more qualified than others
to do forensic speaker identification?.

This contribution will address these
issues which are controversial among
phoneticians as well as - in line with the
theme of this session - the question of
what can be realistically expected to
come from the laboratory within the next
few decades.

Since a good part of the reservations
that many phoneticians have about the
forensic application of their field seem to
stem from misconceptions about the ex-
act nature of that work and the condi-
tions under which it is done, a brief ac-
count of what forensic phoneticians ac-
tually do as well as the methods em-
ployed will be given. Although virtually
any question related to speech or sound
may be put to the phonetician in a par-
ticular case, this contribution will largely
focus on speaker identification.

! There are indications to the effoct that several
members of BAAP now take a different view Qf
forensic applications of phonetics than they did
15 years ago when the motion was passed.
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2. WHAT FORENSIC PHONETI-
CIANS DO

Some of the misconceptions of pho-
neticians about the forensic applications
of their field may be due to the voiceprint
legacy or other rather rash accounts of
cases which are not representative of the
state of the art in forensic phonetic work
[3]. Specifically, many phoneticians do
not seem to be aware of the fact that
speaker identification, i.e. the comparison
of a speech sample produced by an un-
known speaker involved in the commis-
sion of a crime to that of one or more
suspects, forms an important task for the
forensic phonetician but by no means the
only one. Other activities include speaker
profiling or characterization, the analysis
of disputed utterances, the analysis of
background noise, the design of voice
line-ups as well as interpretation of their
results, intelligibility enhancement of
noisy tape recordings, and tape authenti-
cation. The most relevant of these is
speaker profiling, a task which is regu-
larly requested in the early stages of e.g.
kidnappings when a recording of the
criminal's voice is available. Most of the
time the voice forms the only lead at this
stage of the investigation, and its analy-
sis with respect to sex, age group, re-
gional accent or dialect, peculiarities or
defects in the pronunciation of certain
speech sounds, sociolect, mannerisms
etc. is of paramount importance for the
investigation and thus, eventually, for the
victim's life.

Not every forensic phonetician should
or would engage in all of the above ac-
tivities, what people are ready to take on
largely depends on their specialization
during their education and - as in other
fields of expertise - on the amount of in-
sight in the limits of their knowledge.
The International Association for Foren-
sic Phonetics has established a Code of
Practice in order to ensure that its mem-
bers will not exceed the limits of their
expertise.[4]

In this context it is important to men-
tion that one of the foremost duties of
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phoneticians is to explain to various
groups of people what forensic phonetics
cannot do, e.g. point to the limitations
induced by telephone transmission or by
speech samples in a language of which
the phonetician does not have perfect
command or the impossibility to judge a
speaker’s sincerity based on phonetic evi-
dence alone.

3. THE FORENSIC ENVIRONMENT

At first glance, any discussion about
forensic voice comparison methodology
may seem quite dated in view of the fact
that very powerful speaker recognition
algorithms are available for commercial
purposes, i.e. access control. But all of
these systems require cooperative
speakers in the sense that the speaker
makes an effort to articulate clearly, that
she or he agrees to pronounce a prese-
lected phrase particularly suitable for
comparison purposes, and that she or he
is prepared to repeat an utterance if nec-
essary. Needless to say, none of these
prerequisites are met by forensic record-
ings.

Furthermore, in commercial speaker
verification the number of speakers with
whom the actual sample has to be com-
pared is by definition finite, whereas fo-
rensic speaker identification is almost
always an open-set task. Thus, even if as
many as 20 recordings of suspects are
submitted, there is no reason to assume
that the offender is among them.

Aside from these principal issues
there are some technical factors which
preclude the use of commercial speaker
recognition techniques in the forensic
domain. The most frequent and also the
most salient one is telephone transmis-
sion, which implies a bandwidth limita-
tion to 300-3400 Hz and a restriction of
the dynamic range to 30dB, if the line is
good. This loss of frequency and ampli-
tude information can obviously not be
compensated for and leaves the phoneti-
cian with a limited basis for judgement.
Specifically, formants outside the fre-
quency range of the telephone line cannot
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be measured, and misarticulations of
fricatives like lisps may no longer be de-
tectable.
Finally, the quantity and the quality of
the material available for analysis is to a
large extent controlled by the offender.
Thus, even if as much as one minute of
net speech (i.e. not counting pauses,
hesitations etc.) is available, it may not be
assumed that the material will fully repre-
sent the range of that person's verbal be-
havior.
One way of reacting to adverse
f:onditions like the ones outlined above
is, of course, to refrain from doing any
forensic phonetic work at all. This seems
to be the course of action suggested by
BAAP as well as the GCP who have
takgr_l a rather strong view against pho-
nettcx{ms’ engaging in forensic work by
adopting motions to the effect that
"phoneticians should not consider them-
se]Yes expert in speaker identification
until they have demonstrated themselves
to be. so" and "the GCP Bureau affirms
that, in its opinion, speaker identification
experts have yet to furnish any verifyable
proof of their abilities"[2], respectively.
On the other hand, there can be no doubt
that phoneticians do possess specific
knowl'edge about the human voice and its
analysis, and it seems difficult to argue
th.at the knowledge there is should be
withheld from the legal community just
because it is limited. To put it drastically:
If a .child has been kidnapped and a re;
cording of the kidnapper's voice as well
as that of a suspect were available, it
would be absurd to outright refuse to,do
a phonetic voice comparison for lack of
theoretical foundation,

4. METHODOLOGICAL
APPROACHES
4.1. Auditory vs. spectrographic

{\s far as methods employed in fo-
rensic speaker identification are con-
_cemgd, the history of forensic phonetics
is a history of extremes. On the one hand
there used to be a very strong aural-per:
ceptual phonetic tradition in Britain [3,5].
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The conclusions reached by this method
are largely based on a minute dialec-
tological description of the samples in
question, along with judgements of seg-
ment articulations as well as pitch and
intonation. Although auditory phonetic
procedures still form an important part of
forensic speaker identification and obvi-
ously the most powerful tool in speaker
profiling, voice comparison reports
which are based on listening techniques
alone are no longer considered state of
the art [6,7].
The other extreme is represented by
those who sought to reduce the human
factor by applying various partly or fully
automatic procedures. The worst facet of
this is what has become known as the
"voiceprint" technique, first introduced in
the United States by Lawrence Kersta in
the 1960s [8]. The obviously untenable
analogy to the evidential value of fin-
gerprints as well as the lack of theoretical
foundation and poor training of the so-
called “"experts” [1] have done severe
damage to forensic speaker identification
as a whole. The visual inspection and
compMson of spectrograms is obviously
neither objective nor superior to aural-
perceptual methods - the subjective
Jjudgement is merely shifted to the visual
domain, and considering the sensitivity of
the human ear as compared to the crude
resolution of a spectrogram easily reveals
the severe shortcomings of the technique
as a whole. No claims are made concem-
ing the theoretical validation of the pro-
cedures used beyond the - unvalidated -
assumption that formant structures and
otber spectral characteristics which are
evident from a spectrogram are different
for each individual. Even though this as-
sumption has been shown to be incorrect
[9, 10], and voice identifications based
on spectrograms were found to be much
less reliable than those based on aural-
perceptual judgements [11], it has taken
decades to convince judges in most,
though not all, States of the US to no
lopger admit "voiceprint" evidence, and it
still seems to be practised in some coun-
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tries including Israet and Italy. A slightly
modified form of the voiceprint technique
is still adhered to by the VIAAS of the
IA], but the "Voice Comparison Stan-
dards" as published by that organization
[1] cannot be considered as a basis for
serious discussion, as is indicated by the
list of required reading for all of its
examiners, which consists of 11 titles
followed by the suggestion to read the
manuals for any equipment used in the
examination.

The use of formants as a sole basis
for forensic voice comparisons has fairly
recently been advocated in a different
context by some scientists whose back-
ground seems to be in engineering rather
than phonetics [12, 13, 14]. They pro-
pose to compare formant values and
sometimes also pitch [sic]. They argue
that all it takes to arrive at exact percent-
age values for the probability of identity
or non-identity of two voice samples is
the right statistical procedures. This,
however, would only be true if it could
safely be assumed that the within-speaker
variation with respect to formants and
formant-related acoustic parameters is
under all circumstances smaller than the
between-speaker variation. That this is
precisely not the case has been demon-
strated in the course of the voiceprint
controversy (see above). Thus, ap-
proaches like those described so far do
not only lack theoretical foundation but
run counter to established phonetic
knowledge.

4.2. The current approach

Since the early 1980s, an approach to
speaker identification which combines
traditional aural-perceptual and acoustic
phonetic techniques has become increas-
ingly widespread. It emerged from a re-
search project at the German Bun-
deskriminalamt and has been used in
thousands of cases at that institution
alone [15). The first stage in the exami-
nation consists in a detailed auditory
analysis of the voice samples involved.
Much like the profiling of anomymous
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voices, this part of the analysis pertains
to parameters like voice quality, dialect
or regional accent, speech defects, mis-
articulations of sounds, speech rate, into-
nation, rhythm, but it also includes ob-
servations on syntactic, idiomatic, and
even paralinguistic features like breathing
patterns. The main results of this analysis
are documented in a transcript using IPA
symbols in order to facilitate a compari-
son of the results with those of other ex-
perts. This aural-perceptual analysis is
complemented by an acoustic phonetic
examination of the recordings. Thus,
several of the parameters used in the re-
port can be quantified or described more
precisely than by auditory analysis alone.
A good example is formed by the set of
parameters concerning voice. A "high-
pitched" voice in auditory phonetic terms
can thus be described as exhibiting an
average fundamental frequency of, say,
158 Hz. What the auditory phonetician
might call a well-modulated voice can be
characterized as having a standard devia-
tion from the average FO of, say, 28 Hz.
An intonation contour which strikes the
auditory phonetician as "unusually styl-
ized", can be described as involving steps
of, say, 87 Hz. In the area of articulation,
formants as well as e g. the frequency of
a "sharpened" /s/ or a strikingly long
aspiration can be measured. Thus, of the
parameters studied, as many as possible
are documented using the whole set of
techniques which are currently available
in acoustic phonetics. Some of the algo-
rithms were tailored to the specific needs
of forensic material. All analyses are
carried out bearing in mind the communi-
cative context and the emotional state of
a speaker. Of particular interest are fea-
tures like those mentioned above, which
deviate from the usual. The difficult part
for the forensic phonetician is, of course,
to define what is "usual® or "norm" and
what is "deviation". This is partly done
on the basis of statistics showing the
distribution of features like average FO in
the relevant population or, if such are not
available, on the basis of experience.
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Much forensic phonetic research is di-
rected at establishing distributional data
for as many parameters as possible. For
the time being, however, the subjective
element in the formulation of the conclu-
sion cannot be completely eliminated. For
the same reason, conclusions are phrased
in terms of probability scales instead of
percentages. The phrasing of the prob-
ability in a particular case will depend on
the amount, quality and phonetic-linguis-
tic yield of the material and the rarity of
the features which are contained in the
voice(s) involved.

5. WHY PHONETICIANS

There are laboratory studies [16, 17]
which suggest that trained phoneticians
are not significantly (though marginally)
better at certain perceptual tasks related
to speaker recognition than phonetically
naive subjects. Those studies specifically
deal with (closed-set) speaker identifica-
tion and pairing [16], and age estimation
[17]. The relevance of these findings with
respect to forensic speaker identification,
however, is not quite clear, because the
experimental design of neither study
represents forensic conditions. Further-
more, in an experiment reported by
Koster [18], recognition and identifica-
tion rates were higher for the expert than
for the non-phoneticians. On the other
hand, there may be perceptual tasks at
which phoneticians are not necessarily
much better than phonetically naive lis-
teners. One should look very closely
wbether any experiments carried out in
this area test genuinely phonetic skills -
!et alone forensic phonetic skills [6] - or
involve intuitive tasks whose underlying
mechanisms have not even been fully ex-
plained as yet. Certainly, the results of
tests like those cited above should not
tempt us into thinking that phoneticians
are no more competent to describe and
analyze voices than non-phoneticians and
that therefore forensic speaker identifica-
tion can be done by anyone. This would
alm(_)st amount to a denial of phonetics as
a scientific field.
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Forensic phoneticians have beey
criticized for not having come up with
their own experiments which would
demonstrate that they have speaker
identification skills which are superior to
those of ordinary people [19]. On the
other hand, the question is whether there
is a fair (to the non-phoneticians) way of
comparatively testing genuinely phonetic
skills like doing a narrow transcription,
describing the laryngeal setting of a cer-
tain speaker or explaining why a lisp can-
not be detected in a telephone call. Par-
ticularly in the courtroom situation, it is
of paramount importance that any opin-
ion about voice identity be made explicit
in terms of descriptive phonetic parame-
ters. In order to do this, phonetic training
is mandatory.

As Bolt et al. point out [10, p.99]
there are "two kinds of experience
[which] provide knowledge about the
problems inherent in voice identification
as well as some indication of possible
success. The first is the experience of
those who have attempted the task in
real-life situations. The second is that of
laboratory experimenters [...]".The posi-
tion outlined above is strongly supported
by the first type of experience cited. Al-
though no exact account was kept,
within the BKA laboratory alone there
are literally hundreds of cases in which
non-phoneticians have made very strong
claims about speaker identity, while the
phonetician indicated that the samples
originated from different speakers. A
typical example occurred in the course of
the investigation of a kidnapping. A
Turkish boy had been abducted and was
still held by the kidnapper(s). Two police
officers who had been listening to tele-
phone taps of a particular person impli-

cated in another crime for several months
were absolutely convinced that he was
also the kidnapper who had phoned fo
demand ransom. The voices were indeed
very similar, but there was also phonetic
evidence suggesting that the samples
came from two different people. Later If
the investigation, another suspect was f¢-
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corded because he had been identified by
witnesses as having made the anonymous
phone call, but again there was strong
phonetic evidence against identity (i.e.
the suspect had a stutter whereas the of-
fender did not).Thus, even without for-
mal testing, there is a lot of evidence
from everyday work for the superior
performance of phoneticians.

This example can also be used to
demonstrate the implications of forensic
phonetic work: If the phonetician fails to
recognize speaker identity, the kidnapper
goes free, and the victim may be killed. If
the scientist falsely identifies the wrong
person, that person might be physically
harmed by members of the special squad
trying to make an arrest and free a kid-
napped child. In the present author's
view, this kind of responsibility should
make anyone involved in forensic pho-
netic work very cautious, but it can
hardly be used as an argument against
providing expertise to the legal commu-
nity.

Another reason why it seems difficult
for phoneticians to refrain from forensic
case work altogether is a political one.
With so-called speech analysis packages
available for any home computer for less
than £100, even people with no specific
training in phonetics may set out to do
forensic work. French [3, pp. 58-59]
mentions two cases from England in
which sound engineers failed to distin-
guish between letters and sounds in their
reports. In another country, two former
members of the police force set out to do
speech enhancement using commercially
available signal manipulation software,
having to admit that they were not sure
what was actually happening when they
operated certain controls.

There is an imminent danger that this
will happen much more often in the fu-
ture, particularly in countries like Eng-
land and the United States whose judicial
system is adversarial, i.e. where usually
both sides hire their own experts. Under
these circumstances, it would seem al-
most like a moral obligation to speak up
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against charlatans working for the other
side. It should be added at this point that
in Germany as well as the Netherlands
the conditions under which any forensic
expert works are quite different: The ju-
dicial systems in these countries can be
described as inquisitorial rather than ad-
versarial, this term implying that any ex-
pert is appointed by the court rather than
by one side. The role of an expert within
these systems is to supply the court with
expertise pertaining to specific areas in
which the judges themselves? do not feel
sufficiently competent. The expert is to
be impartial, and she or he has to present
a full report of her or his findings irre-
spective of the implications for the trial.
Thus, it is extremely uncommon to have
more than one expert in a trial, and some
of the problems specifically related to the
fact that phoneticians may act as "hired
guns" simply do not occur. The author
would like to add at this point that she is
extremely grateful to be working in this
kind of framework since she would find it
difficult, if not impossible, to be re-
stricted in what she says by either prose-
cution or defense strategy.

6. ANSWERS FROM THE LAB

Nolan has pointed to the shortcom-
ings with respect to the theoretical foun-
dation of forensic speaker identification
12 years ago [20]. Defining the speaker
under laboratory (HiFi) conditions seems
to be a vastly different (and in many re-
spects: easier) task than defining what is
left of a speaker in terms of information
contained in the signal under forensic
conditions. In view of the limitations
outlined above, there is a possibility that
we may never be able to come up with an
exhaustive list of speaker-characterizing
features at all. Even if it could be dem-
onstrated experimentally that each
speaker has a voice which is distinct from

2In Germany, there are no jury trials. Instead,
for major crimes there is a panel of five judges,
two of whom are lay persons. They decide on the
question of guilt as well as the sentence by
majority vote.
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those of all other speakers of that speech
community, this does by no means imply
that the distinction can always be dis-
covered in the forensic material that hap-
pens to be available. On the other hand,
there are many areas of empirical re-
search which can help to widen the basis
for judgement under forensic conditions.

Thus, a two-way approach is sug-
gested here. Obviously, any laboratory
experiment addressing the one-speaker-
one-voice issue will be of great interest
to anyone involved in forensic phonetics,
even though the findings may have no
}mmediate bearing on forensic work, e.g.
if articulatory parameters are measured.
Of particular interest from the forensic
point of view would be attempts to de-
scribe the full range of a person's verbal
behavior, i.e. changes introduced to the
“neutral" way of speaking by psychologi-
cal . (stress, emotion) or physiological
(fatigue, smoking, alcohol, medication)
factors. Some of these factors have been
stud%ed in detail, often with the forensic
application in mind [examples are 21-24]
but the need for this kind of "top—down"'
research providing basic data will prob-
ably not be met for decades.

Qn the other hand, there is the ne-
cessity to start at the other end, i.e. to
ask how, in view of the forensic envi-
ronment, the procedures currently used
in s_peaker identification can be improved.
This "bottom-up” research starts out at
Fhe parameters which can still be assessed
in degraded recordings and secks to
either quantify parameters which could
not .be quantified before or to gain infor-
mation concerning the statistical distri-
!)utlon of certain features in order to be
in a better position to assess the fre-
quency of their occurrence. One example
for this kind of research is a project cﬁr—
rently upder way at the Bundeskrimi-
nalan_\t, involving the quantification of a
certain type of hoarseness from runnin
speech [25]. A matter of great interes
not only to forensic phoneticians would
be an _exhaustive phonetic description of
hesitation markers including questions of
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intrapersonal vs. interpersonal variability
Another area for research would be thé
distribution of phonetic and linguistic
characteristics in the population, which
would enable the expert to weigh that
parameter more precisely. An example of
this kind of research is currently being
carried out as a joint project between the
Bundeskriminalamt and the Universities
of Marburg and Trier [26]. It consists in
establishing a data base of regional varie-
ties of German and will enable the foren
sic phonetician to listen to samples of up
to five min. duration from 450 locations.
Narrow phonetic transcriptions of the
samples are available. It is also possible
to search for specific segments, morphs
and words (in different phonetic con-
texts). A thesaurus component has been
built into it which will display the pho-
pological system of the accent or dialect
in question. It would certainly be desir-
able to have similar data bases for eg.
speech defects.

7. CONCLUSIONS

Speaking is such a complex type of
behavior that 1 tend to be sceptical that
we may expect an answer to the question
a.sked in the theme of this session any
time soon. I am not even sure that the
answer is going to be positive, particu-
larly with the complicating factors in-
duced by the forensic setting in mind. No
matter how good a definition of 2
speaker will come from the lab, the fo-
rensic application of these findings will
always be limited by the amount of in-
formation about that speaker which is
contained in a recording. This applies
both to the technical side, i.e. the amount
of frequency and amplitude information
available, and the representativeness of
the material in terms of the speakers
"normal” voice. There is no doubt, how-
ever, that any step that is taken towards
the definition of each speaker will make

forensic speaker identification an easief
task.
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ABSTRACT

There are several major differences
between the sphere of application of
automatic speaker recognition techni-
ques and the conditions attending spea-
ker identification in the forensic con-
text. Some of the factors involved are
discussed below. The prevailing view
that these differences preclude the
introduction of even the more powerful
automatic  verification techniques in
forensic work is questioned, and an in-
dication is given of ways in which this
question may profitably be addressed.

1 INTRODUCTION

At first sight, the proposition which
serves as the central theme for this ses-
sion - the definition of the speaker can
be expected to come from the labora-
tory in the next few decades - looks
simple enough. It seems to call for
either wholchearted support or utter
rejection, and it was no doubt phrased
with the express aim of provoking such
primitive responses. However, the sim-
plicity of the proposition is somewhat
deceptive. In its present form, I find
myself unable to react to it in unequi-
vocal terms. I have therefore taken the
liberty of reformulating it in terms of
what, from my perspective  anyway,
seems to be the real question underly-
ing it: "Can automatic speaker recogni-
tion techniques be expected to play a
role in the forensic context in the fore-
seeable future?”

In fact, this question must itself be
rephrased in several ways, with each
subquestion addressing a different
aspect of the central issue. Some of
these questions are discussed below,

and some indications are given of the
way in which they might be resolved.

2 IS THERE A VOICEPRINT?

It is widely accepted today that the
term voiceprint is a misnomer for what
is basically simply a spectrographic
representation of a particular utterance
by a particular speaker. Indeed many
would argue that the term is better
avoided altogether. However, there is a
sense in which the term can usefully be
employed in a manner which rather
more closely resembles the parallel use
of the term fingerprint, i.e. to refer to
a unique representation of a particular
individual. For the sake of the present
discussion we could conceive of a
voiceprint as a representation, in what-
ever shape or form, of such acoustic
information as will uniquely charac-
terize each individual speaker. This
would enable us to address a more
specific question, viz. whether a voice-
print in the sense just defined is in fact
a real possibility.

Obviously, such a unique repre-
sentation can only fully serve its pur-
pose if we can rely on the signal under
examination to contain the acoustic
information that is required for a
unique identification. However, we
know that on the physical plane speech
is marked by constant variation. The
representation we are looking for
would therefore have to reside in a
continuously varying signal. But we
know that as ordinary language users,
even when dealing with speakers with
whom we are very familiar, we are
liable to make identification mistakes,
especially - but not exclusively - in
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situations where we are expecting a
particular speaker but are in fact ex-
posed not to the expected speaker but
to a close soundalike. We may think
we hear a friend answering the phone,
only to find that we are talking to his
son. This suggests that, for human
listeners at any rate, there is a very
real sense in which we cannot be sure
that no two speakers speak exactly
alike (Nolan [1}), and that we must at
least consider the possibility that there
is not always enough speaker-specific
information in the signal to enable us
to verify the identity of a familiar spea-
ker, let alone that of an unfamiliar
speaker.

Over and above the inherent variabi-
lity of speech as a physical phenome-
non, there is of course the variation
inherent in speech on the linguistic
plane. Anyone who has been in a posi-
tion to listen to even a modcrate
amount of unmonitored speech will
have been struck by the wide variety of
speech styles used by many speakers in
different communicative contexts. As
language users we may be able to iden-
tify speakers on the basis of utterances
producad in a quiet conversational style
with reasonable success but we have
great difficulty doing this if the utter-
ances are produced with different
degrees of intensity. Similarly, we do
not fzel confident about extrapolating
the quatity of a speaker’s whisper,
headvoice or loud voice from speech
produced by the same speaker with a
modal voice quality (Broeders and
Rietveld [2]).

Given the variability of speech in
different communicative contexts, it is
doubtful whether any representalion
can be made which will capture the
for the identification of the speaker
from signals as diverse as those found
in real-world conditions. Or, phrased
differently, it is doubtful whether the
speaker-specific information contained
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in the signal will be sufficiently uni-
form and consistent across various
speech styles to serve as a basis for
automatic speaker recognition in situ-
ations that are more challenging than
the typical closed-set automatic verifi-
cation context. So it appears that no
matter what type of speaker profile we
conceive of, it is likely to lack the one
property that, together with uniqueness,
makes the fingerprint such a powerful
means of identification, i.e. invariance.

It is worth noting though that in
spite of the lack of reliability that has
been shown to be associated with the
traditional voiceprint technique in fo-
rensic speaker identification (Bolt et al.
[3), one still occasionally comes
across unwarranted claims like that
recently found in a brochure advertis-
ing the 'Kreutler Computerised Speech
Lab’. Next to the photograph of a
computer screen display which, on
closer examination, turms out to bear a
more than remarkable resemblance to
the Kay CSL-system, the law enforce-
ment and security services type clien-
tele that the brochure secks to address
are offered the following information:
‘Forensic cral.sis is a wideki spread
technique 1o identify persors by their
voice prints. These voice prinis are
specific for each person ard can not be
alrered.’ ([4], p. 6)

3 FORENSIC VS COMMERCIAL

APPLICATIONS

Various authors, icluding  both
Kinzel [5] and French [5), bave dra®a
imposed by real-worid condicns on
forensic speaker identification and
discuss the implicaticns this has for the
application of awomazic xefsk:r recoz-
nition procedurss, as wied is commer-
cial applicazices. Tiers az five majer
factiory that ceed to be wkza o ac-
count bere. Trey =

Text dependence

In &socaic speaksr verZicatica
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systems the utterances that are used for
the verification test can in principle be
pre-selected for best performance. In
the forensic context the nature (and
size) of the contested material is nor-
mally entirely beyond the investigator’s
control, and the nature of the reference
material, i.e. the material that is known
to have been produced by the known
speaker (usually the suspect), is often
determined by what happens to be
available in a particular case.

Speaker cooperation

Even if reference material can be
collected expressly for the purpose of
an identification test, the investigator
will, even at the best of times, have to
be mindful of the observer’s paradox
(Labov [7]). As it will not normally be
legally possible to collect a speech
sample without the suspect being aware
of it, let alone without the suspect’s
consent, there is the very real danger
that the reference material that is col-
lected does not constitute a represen-
tative sample of the suspect’s speech.

Obviously, speakers may delibera-
tely set out to systematically alter their
speech style, may choose to be less
than forthcoming and may more gene-
ml.ly try to avoid producing a represen-
tative speech sample. However, even
cooperative speakers may, as a result
of the stressful nature of the situation
they find themselves in, produce
spe.ech that varies considerably from
their usual repertoire. In the automatic
spea.lfer verification context however
the situation is unlikely to be experien:
ced as stressful and speakers can nor-
rr'lally be relied upon to be cooperative
::;ﬁclzt 'they stand to gain from a positive
) Of course, the questioned material
itselfl may show signs of varyin
degrees of deliberate disguise or morg
generally, be of a nature which \;irtual-
ly precludes its being subjected to an
type of systematic investigation. !
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Recording and transmission condi-
tions

Telephone recordings account for a
very large proportion of all forensic
material. In addition to the major fre-
quency bandwidth reduction of the
telephone system, the effect of the
handset and various less predictable
signal modifications introduced by the
telephone system, there are the effects
of a wide range of recording equipment
to be reckoned with. Between them
they may give rise to a variety of sig-
nal degradations and distortions which
may vary quite considerably from one
call to the next. In the verification
context, of course, none of these com-
plications will normally arise, since
great pains will be taken to control the
quality of recording equipment and
transmission channels.

Class size

A major problem for the application
of automatic speaker recognition tech-
niques in the forensic context lies in
the size of the speaker set in real-world
forensic conditions. Automatic proce-
dures are typically geared to applica-
tions with a known or closed set of
speakers. On the other hand, in the
forensic context, the unknown speaker
cannot be assumed to be one of a small
set of speakers but must normally be
taken to be one of a class whose mem-
bership, if not of indefinite size, may
very often be quite large and is typical
ly unknown.

Cost of errors

There is an even more fundamental
difference between the usual sphere of
application of automatic techniques and
the forensic context. As is well-known,
in closed-set verification systems, there
is a trade-off between the false accep-
tance of unknown speakers or impost-
ers and the false rejection of known
speakers or customers. In a commercial
application, the cost incurred by the
false acceptance of an imposter in the
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form of unauthorized access to infor-
mation, services or facilities can be
balanced against the frustration and
loss of time generated by the false
rejection of a bona fide customer. But
in the legal setting, such a cost-benefit
analysis in essentially financial terms
would be unthinkable. Indeed, it has
often been argued that in the forensic
context any method that, in addition to
correct identifications, will produce
even a single incorrect identification is
unacceptable, since it conflicts with one
of the fundamental principles that any
judicial system may be required to sub-
scribe to, which says that it is better to
have a guilty person acquitted than an
innocent suspect convicted.

4 COMMON PROBLEMS

Although it is fair to say that the
factors discussed above present formi-
dable obstacles to the introduction of
automatic speaker recognition techni-
ques in the forensic context, this should
not be taken to imply that there is no
point in investigating conditions in
which benefits may be derived from
their application. It may well be the
case that an automatic speaker identifi-
cation technique, in the sense of a set
of decision procedures that is carried
out entirely independently of human
interpretation, is an unrealistic scenario
but that is not to say that there is no
room for these methods at all.

In fact, there may be good reasons
for a somewhat more optimistic view
than is taken by many commentators.
Part of the explanation for the lack of
progress may lie in the gap separating
what, perhaps somewhat disrespectful-
ly, may be termed the engineering
approach as opposed to the linguistical-
ly-oriented approach to speaker recog-
nition. Leaving aside the decreasing
number of adherents of the voiceprint
technique, practising forensic phoneti-
cians, especially those associated with
the International Association for Foren-
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sic Phonetics (IAFP), are keenly aware
of the need to bridge this gap. There
are indications that speech technologists
too are aware of the need to take more
account of both the linguistic and the
judicial aspects of forensic speaker
identification (Bimbot et al. [8], p. 82).
This development may well be aided
by a growing awareness that the factors
limiting the applicability of automatic
procedures do not in fact always con-
stitute absolute impediments.

The text

A good example is text dependence.
The use of a limited number of fixed
passwords obviously tends to render
the older automatic verification systems
vulnerable to fraud. After all, with the
increasingly widespread availability of
low-cost, high-quality digital speech
processing technology, it is not too
difficult to record the voice of a bona
fide customer and subsequently replay
it to gain unauthorized access to a
particular system or service. So the
need arises for text-independent or text-
prompted formats. A possible solution
is a combination of speech and speaker
recognition techniques which allows the
system to freely prompt random utter-
ances and to check not only whether
the voice is that of the customer but
also whether the required text is pro-
duced (Furui [9]). On the other hand,
there are many forensic situations
where the requirement of text depend-
ence, i.e. the availability of identical
utterances in both questioned and refer-
ence materials, can easily be met.

The speaker

The same applies to speaker cooper-
ation. Again, there are situations when
reference material is available whose
status is not contested by either party
and which also satisfies the major
demands that it is representative of the
speaker’s linguistic repertoire and is
produced in a communicative context
which is similar to that in which the
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questioned material was produced, so
that an adequate basis for comparison
exists. Conversely, in commercial
speaker verification environments,
there are obviously also limits to the
degree of cooperation with which the
speaker can realistically be relied upon
to interact with the machine. Ironically
enough, the use of such a pre-eminent-
ly human faculty as language by ma-
chines will often cause frequent users
to lose patience with other, less than
human characteristics of the machine
and to develop a reluctance to adapt
their performance to the machine’s
requirements.  Possible  effects on
speech include a loss of articulatory
precision and lower overall intensity.

The telephone line

Telephone  transmission conditions
do not in actual forensic casework
necessarily always vary more than they
wopld in commercial verification appli-
cations. In fact, it is quite common for
recorded telephone conversations that
are the subject of a forensic inquiry to
h.ave been made from the same loca-
tion, through the same extension and
on the same day. Recording conditions
are also frequently at Jeast potentially
controllable to the point where they
may be sufficiently uniform to meet the
Same technical requirements that must
be {nfat in commercial applications,
Traditional analogue telephone logging
anfi tapping devices are increasingly
being replaced with advanced digital

facilities, with calls being st i
Aci , ored
digital format, ¢ ne

The speaker set

Clas§ size is probably ultimately the
more intractable problem, This s
some'txmes obscured by the confusion
‘that IS created by the use of the terms
identification versyg verification. Ip
fact, forensic Phoneticians are typically
mvo!vcd not in speaker identification
but In speaker verification albeit - ang
here lies the real difference - with an
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open set of speakers rather than ,
closed set. But the question that poses
itself in the forensic context is essen-
tially a verification, not an identifica-
tion problem: is the questioned material
produced by the same speaker as the
reference material? In more concrete
terms: were all the questioned calls
made by the same person, and if s0, do
they originate from the person who is
believed to have made them?

The complication introduced by the
circumstance that in the forensic con-
text the unknown speaker is not nor-
mally claimed to be one of a closed set
of speakers but must be assumed to be
one of an open class creates problems
that are essentially of a statistical
nature. What an objective forensic pro-
cedure would be required to do is not
Just to quantify the degree of similarity
between questioned and reference sam-
ples and make a decision based on a
comparison with a pre-determined
threshold, as occurs in closed-set veri-
fication applications, but to give a sta-
tistically sound indication of the prob-
ability of this degree of similarity
occurring by chance. Or, to phrase the
qQuestion in Bayesian terms, it should
allow one to calculate the likelihood
ratio of the probabilities that the find-
ings would arise under the two condi-
tions that the defendant was, and was
not the unknown speaker (Evett [10]).

The consequences

Finally, there is the cost of error
aspect.  Obviously, erroneous conclu-
sions can do a great deal of harm,
especially if findings are presented
without an indication of the reliability
of the methodology used with reference
to the specifics of a particular case. On
the other hand, if our final criterion is
that a method be demonstrated to pro-
duce no false positives, it may well be
unnecessarily strict. What is important
is that reliable statistics can be given,
or that, if a probability scale is used,

ICPhS 95 Stockholm

the relative position on this scale of the
particular degree of probability arrived
at in a particular case is indicated, and
a clear statement is given of the limita-
tions of the methodology employed
(Nolan [11]). If this requirement can be
met, speaker identification evidence
does not compare unfavourably with
other types of expertise that are regu-
larly sought by courts of law. By the
nature of their work, judges are con-
stantly involved in weighing probabil-
ities and uncertainties. Deference to
experts of whatever designation is a
threat to any judicial system (Nijboer et
al. [12]), although the danger may well
be greater in adversarial systems where
’rival’ experts find themselves in the
business of explaining their findings to
a jury, whose critical faculties may
well be taxed beyond capacity by the
level of abstraction required to follow
the argument.

Also, there is an as yet largely
uncharted demand for forensic speaker
recognition expertise for investigative
rather than evidential purposes. In
large-scale police investigations a
degree of uncertainty may be less pro-
blematic and an informed use of auto-
matic procedures may improve the qua-
lity of decisions and lead to consider-
able savings in time and staff expendi-
ture.

§ COMBINED RESEARCH

A particularly promising approach is
that described by Boves et al. [13].
Within the design of the Dutch POLY-
PHONE speaker database a number of
operational conditions are systematical-
ly varied so that their effects can be
investigated. The recording platform
used to collect the speech of the 5,000
speakers in the POLYPHONE database
proper, was also used to collect an
additional 2 groups of 50 speakers
each, specially selected to examine the
effect of variables like kinship and
linguistic background. The speakers are
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100 adult males, all native residents of
two distinct parts of the Netherlands,
the cities of The Hague in the West
and Nijmegen in the East, who be-
tween them form some 50 pairs made
up of two or more brothers, or a father
and a son. The composition of this
speaker set was partly inspired by the
sort of questions that are particularly
relevant in the forensic real-world con-
text, where the pertinent statistic is not
how likely a speaker is to be confused
with a random ’imposter’ but with a
speaker with a similar linguistic back-
ground. Forensic phoneticians are
rarely asked to compare samples in-
volving clearly different accents but
suspects or their barristers may well
claim that the speaker in the questioned
recording is the suspect’s brother, and
the circumstances of the case are often
such that this possibility cannot be
ruled out.

The design makes it possible to in-
vestigate a variety of questions that are
particularly relevant to the forensic
field. The project includes experiments
to compare identification performance
among the two sets of closely matched
speakers with that among the larger
group of male POLYPHONE speakers,
and to investigate within-dialect as
opposed to between-dialect confusions,
as well as experiments to study the
effect of close kinship on error rates.
As all speakers in both sets of 50 each
made 8 phone calls using two different
handsets, intra-speaker and inter-phone
variation can also be studied.

Preparations are also under way to
test the performance of the arithmetic-
harmonic sphericity measure developed
by Bimbot and Mathan [14,15] on the
material produced by the two sets of 50

speakers.

6 THE DEBATE CONTINUES

In some countries, speaker identifi-
cation in the forensic context is a very
controversial issue. To some extent,
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this may be due to the exaggerated
claims made by those who were re-
sponsible for the introduction of the so-
called voiceprint technique. At the
same time though, the short-lived
popularity of the voiceprint may serve
as a vivid reminder of the need for
phoneticians to take an active interest
in forensic questions, if only to expose
phonetically unsound testimony offered
by non-phoneticians of various denomi-
nations,

Of course, individual phoneticians
must decide for themselves whether
they wish to do forensic research or
take on actual casework. But, as
argued elsewhere (Broeders [1e)), it
would be wrong for phoneticians or
linguists as a body to refuse to be
involved in forensic work for the sole
reason that they feel their discipline
cannot provide incontrovertible evj-
dence. That is nevertheless exactly
what the motion adopted by the Groupe
Communication Parlée de la Société
Frangaise d’Acoustique {17 would
Seem to advocate, inasmuch as it effec-
tively calls for the withdrawal of aj
phonetic expertise from the field of
forensic speaker identification, How-
ever, ironically enough, the overriding
1m.por_lance of the need for speech
Sclentists and phoneticiang to collabor-
ate with those with first-hand know-
ledge of real-world forensic conditions
could hardly have been demonstrated
more forcibly than by the text of the
motiqn. It reflects a saq lack of under-
standing of the type of question that
poses itself in the forensic context, of
the way in which these questions are
h.andlfx‘j by Practising forensic phoneti-
Clans in countries like Britain, Ger-
many and The Nether]ands, and of the
rqle and the responsibility of the expert
witness in a judicial investigation,

'That this position g unlikely o
Stimulate the necessary - collaboration
between forensic Practitioners and
other phoneticiang and speech scientists

¥
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is all the more unfortunate as phonetics
as a science only stands to gain from
the type of questions that emerge from
the real-world conditions that apply in
the forensic context. Fortunately,
though, there are also indications that
more and more phoneticiang and
speech scientists are taking an active
interest in the problems posed by fo-
rensic speaker identification, with sym-
posia like the present providing an
ideal opportunity to exchange views,
clear up some of the more persistent
misunderstandings and define common
research aims.

7 CONCLUSION

Recent developments have led to a
situation where closed set speaker veri-
fication and open class forensic speaker
identification have come to share a
greater number of problems than has so
far been the case. It follows that there
is every reason to look into the possi-
bility of combined research. The pro-
Jects described in section 5 provide
good examples of this approach. It is
based on the premise that, in forensic
applications too, performance of auto-
matic recognition techniques will be
dependent on the amount of control
that can be exerted on operational
conditions (Doddington [18]). It im-
plies that in carefully controlled foren-
sic  conditions automatic  procedures
may in due course also come to play a
role, if only for investigative rather
than evidentia| purposes.

However, even here the process will
never be fully automatic. It will always
take an experienced phonetician or a
linguistically informed speech scientist
to decide what parts of the speech
Samples under examination are linguis-
tically sufficiently similar to be used as
suitable test material. Ultimately, then,
it is the variation along the linguistic
dimension that may well prove to be
least amenable to efforts to bring auto-
matic speaker verification techniques to
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bear on forensic material. In other
words, it is unrealistic to anticipate a
fully automatic procedure that will be
able to extract a sufficiently compre-
hensive speaker profile from a ques-
tioned speech sample, given the variety
of speech styles encountered in forensic
conditions.
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PROLAB - THE KIEL SYSTEM OF PROSODIC LABELLING

K.J. Kohler
IPDS, Kiel, Germany

ABSTRACT
For the Kiel Corpus of Spontaneous
Speech [1] a prosodic labelling system
(PROLAB) has been developed. It is
based on a prosodic model for German
(KIM - The Kiel Intonation Model) and
uses a 7 bit ASCII repertoire.

KIM - THE KIEL INTONATION
MODEL
The prosody model incorporates the
following domains [2,3]:
(1) lexical stress - three levels: un-
stressed, secondary stress in compounds,
and primary stress
(2) sentence stress — four levels: re-
inforced, accented, partially and com-
pletely deaccented
(3) intonation:
- pitch peaks and valleys and their
concatenation
- synchronization of pitch peaks
and valleys with stressed syllables
— three steps: early, medial, late
- downstep of successive pitch
peaks/valleys and pitch reset
(4)‘prosodic boundaries (degrees of co-
hesion) - three variables: pause duration,
Phrase-ﬁnal segmental lengthening, scal-
ing of FO end points
(5) overall speech rate
(6)' disfluencies: pauses, breathing, hesi-
tations

Stress

Within stress we have to differentiate
between lexical and sentence stress. At
the fxbstract level of phonological speci-
fications in the lexicon, every German
word has at least one vowel that has to
be‘ marked as potentially stressable as
bexng able to attract the feature s;;eci-
ﬁcatlons of sentence stregs, Lexical stress
1 thus not a distinctive stress feature, it
only marks a position that can attr;ct

such a feature at the sentence level, but
need not.

By default, content words are accent-
ed and function words completely deac-
cented. Deviation from default content
word stress may be partial or complete
deaccentuation, determined by syntax,
semantics and pragmatics. Thus, e.g, in
‘verb + direct object' constructions the
verb is partially deaccented in neutral
(non-focussed) accentuation, no matter
whether it precedes or follows the object
Max  schreibt einen Brief./Max  hat
einen Brief geschrieben.), whereas in
'verb + adverbial' constructions default
accentuation is kept (Max hat tiglich ge-
schrieben.). In either case deviation from
this neutral pattern implies focus (of the
verb or the adverb, respectively). Com-
plete deaccentuation in the first case in-
troduces focus contrast on the object,
which may be strengthened by emphatic
reinforcement. Function words, although
completely deaccented by default can re-
ceive all the content word sentence ac-
cent categories by deviation from default.

Intonation

All lexically stressed vowels of words
with ‘primary’ or 'secondary' (= partially
deaccented) sentence stress receive in-
tonation features, which may be either
‘valleys' or 'peaks', and in the case of
peaks', they may contain a undirectional
FO fall, or rise again at the end, resulting
in a fall-rise. 'Valleys' may have a low
rise, to indicate, e.g., continuation, or a
high rise, used, e.g., in questions.

All 'peaks' and 'valleys' may have their
turning points (FO maximum in ‘peaks’, or
FO minimum in ‘valleys') early or later
with reference to the stressed-vowel on-
set. For 'peaks' the non-early position
may be around the stressed vowel centre
(= medial) or towards its end (= late).
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Peaks are characterized by a quick FO
rise confined to the vicinity of a sen-
tence-stressed syllable. This rise precedes
the onset of the latter, and is usually
short and narrow in range, for an early
peak; it extends into the first half of the
stressed nucleus in the case of a medial
peak. In the late peak, it starts after the
stressed vowel onset and continues into
the second half of the nucleus or beyond;
the exact timing of the maximum peak
value depends on vowel type (duration
according to quantity and quality), sub-
sequent voiced/voiceless consonants and
number of immediately following un-
stressed syllables. There may even be a
low stretch of FO in the stressed vowel
before the rise.

Valleys, on the other hand, have a
continuous rise, starting before the
stressed-syllable nucleus (early) or inside
it (non-early) and extending as far as the
beginning of the following sentence-
stressed syllable. If there are several un-
stressed syllables between two sentence
stresses a valley is thus realised as a more
gradual FO ascent compared with the
much quicker rise for a late peak. The
less distance there is between stressed
syllables the more difficult it becomes to
distinguish between a 'valley + peak’ and
a late peak + peak’ sequence, especially
if there is no FO dip in between the first
and second stress FO maxima, as in a hat
pattern.

In a concatenation of pitch peaks
without prosodic boundaries between
them, FO may fall to a low or an inter-
mediate level and then rise again for the
next peak. This fall will be effected on
intervening unstressed syllables between
the two peaks, reaching the lowest point,
to start the next rise, in the vicinity of the
following stressed syliable, depending on
peak position. If there are no unstressed
syllables separating the two peaks, the
dip can be accommodated between all
peak combinations, except for late +
early medial, where a hat pattern is
Created; it combines the rise of the ‘late
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peak’ and the fall of the ‘early peak’ in a
two-stress sequence.

This absence of an FO descent be-
tween peaks can also be extended to
concatenations with intervening unstress-
ed syllables. In such a hat pattern, an
early peak is not possible initially, and a
late one is excluded non-initially. If there
are more than two stresses incorporated
in a hat the non-initial and non-final ones
are unspecified as to peak position be-
cause they neither have a rise nor a fall
but are simply integrated into the down-
stepped sequence of peak maxima. In the
categorization of pitch patterns they are
nevertheless grouped together with
peaks. If in a two-stress rise-fall it is dif-
ficult to decide whether the rise repre-
sents a valley, or a late peak in a hat
pattern, the latter solution is chosen.

When prosodic boundaries intervene
any sequencing of peaks and 'or valleys is
possible, but the hat pattern is then ex-
cluded since it represents a very high de-
gree of cohesion. On the other hand, a
late peak with a full FO descent marks a
dissociation from a following peak and
will then normally be linked with a pro-
sodic boundary, i.e. final lengthening and
FO reset afterwards.

Unstressed syllables preceding the first
sentence stress in a prosodic phrase may
be either low or high: they represent
different types of pre-head

Declination, i.e the temporaily fixed
decline of FO has been repiaced by
downsteppirg in KIM, ie. a structurally
determined pitch lowering from sentence
stress to sentence stress, independent of
the time that elapses between them.

Prosodic boundaries

One of the functions of prosody is the
sequential structuring of utterances arnd
discourse. Two categories of phrasirg
have been set up so far [PGl] cor-
responding to prosodic sentences and
[PGZ] related to prosodic phrases. Both
are always phonetically signailed by lerg-
thering before them, and usuaily by F7
resetung after them. Asides and paren-
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thetic insertions have no FO resetting in
spite of other clear phrasing marker
signals. Contrariwise, FO resets may oc-
cur at other points than the phrasing mar-
kers [PG1,2]. [PG1] also coincides with
high syntactic structure nodes, whereas
[PG2] does not. Both may be further
strengthened by the incidence of pauses
and intonation patterns. Fyl] FO peak
descents are particularly frequent with
[PG1), and [?] as well as [-7) are only
associated with this phrasing marker.

SYMBOLIZATION OF THE
MODEL CATEGORIES
The symbolic labelling system has to
meet the following requirements:
= unequivocal representation of the ca-
tegories of the prosodic phonology
- Integration into 7 bit ASCII segmental
label files
- integration into 7 bit ASCII ortho-
graphic files of German text
clear typographic separation from the
segm.ental labelling allowing prosodic
Notations on the same tier for con-
venient cross-reference between seg-
mental and prosodic aspects of speech
- Mmnemonic ease for learning and yse.

_ The application of these guiding prin-
ciples has resulted in the standardization
qf the following repertoire and conyen.
tions [4] for insertion in orthographic
text or segmental phonetic files.
= Apostrophe and quotation mark 'l

" fo.r lexical stress are put in front ot,‘
the primary or secondary stress vowel:
unmarked vowels are unstressed. In a,
Segmental labe] file these stress mar-

: as, the vowe] Func-
:;on words, marked by suffixed [+]
0 not get a lexjcal stress symb ,
default; if they receive sente e s
double apostrophe [' '] js i
fore the vowel of
syllable,
= Digits [3),j21,11),0),
bined with Punctuatio,

the appropriate

when not com-
N marks, refer 1
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sentence stress. They are put in logical
order before words that receive the
reinforced, accented, partially or co.
pletely deaccented sentence stress ca.
tegory. The lexical stress position then
determines where FO contours have to
be hooked.
Punctuation marks [LLLI?) refer to
pitch peaks, low and high rising val-
leys, and the character sequences [.,]
and [.?] to the corresponding fall-
rises. They are put in logical order be-
fore a prosodic boundary or before the
next sentence-stress digit [>1]. [()
can only occur before a prosodic
boundary.
Parentheses [)],[(] refer to early and
late peaks or early and non-early
valleys and are put after the sentence-
stress digit; the medial peak is marked
by the absence of these symbols. Digit
and parenthesis form a symbolic unit.
The pitch movement between suc-
cessive peaks or between a peak and a
boundary may be a full or an inter-
mediate FO descent or a level FO, sym-
bolized by digits [2],[ 1],[0] before [.).
Digit and punctuation mark form a
symbolic unit,
Downstep is not marked. FO reset is
implied by a prosodic boundary; in the
case of its absence, [=] is prefixed to
the next digit [=>2]. If reset occurs at
other points than boundaries, [+] is
prefixed to the next stress digit [=>2].
A high prehead is marked by [HP) at
the beginning of an utterance or after
a phrase boundary.
Prosodic phrasing markers [PG1] and
[PG2] are put after punctuation marks
at the appropriate places.
Only speech rate changes in relation to
the speed in the preceding prosodic
phrasing unit are marked: [RP] and
[RM] (= ‘'rate plus/minus’) are put
after [PG1,2] (and before [HP]). An
absolute rate judgement at the utter-
ance onset may be added at a later
labelling stage.
Disﬂuency markers are

g—
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-- [z:] for hesitation lengthening at
the end or inside of a word

-- |/+] or [=/+] for break-offs and re-
sumptions at word boundaries and
within words, respectively.

- Markers for segmental phrase-level
units are [p:], [h:] (= pause, br‘eath-
ing), [1:], [s:] etc. (=laughing, clicks
etc.) [4].

- All non-segmental prosodic markers
are without duration; they are put on
the same time mark as the beginning
of the next segmental unit.

LABELLING PROCEDURE

A labelling platform has been created
at IPDS by M. Patzold on an AT,. run-
ning on UNIX and equipped with a
sound card, which accepts segmental
label files, generated by the KTH MIX
programme, and FO analysis data as
input, allows the display of FO contours
and labels, as well as the insertion,
deletion and change of prosodic labels
under auditory and visual control. The
default sentence stress markers {2] for
content words and [0] for function words
and a general prosodic phrasing marker
[PG] are inserted automatically on the
basis of the segmental labels. The manual
labelling then proceeds in cycles dealing
with one prosodic domain aﬂelf another.
The result is a label file that integrates
prosodic labels into the segmemal
strings. The following orthographic tran-
script with prosodic annotations (rather
than a complete label file, to reduce the
amount of information and for greater
ease of intelligibility) provides an
illustration of the prosodic labelling of a
spontancous dialogue from the Kiel
Corpus of Spontaneous Speech [1].

g071a004 s1h

TIS004:

2 <{hm> PG2 2( D'ienstag 0 wjrde+
0 mir+ 0 g'ut 1. 2) p'assen 2. PG1

2 <{hm> PG2 0 das+ 2 h'ei~t, PG2 p:
2 Mom'ent 1. PG2 2 'allerdings,
2'erst 2: , PG2 2( n'achm"ittags h: 2.
PG1 RP HP ¢ das+ 0 wird+ 0 dann+
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2 wahrsch'einlich 0 'n+ 0 b'i~chen 0,
2) schw'ierig 2. PG1 2 D'ienstag 1.
2 m'ittwochs z: 1. PG2 RM <{h> PG2
p: 0is=/+ 0 s'ieht 0 das+ 0 bei+
2 m' 'ir+ z: 0 sch=/+ 2. 2 schw'ierig
0 'aus 2. PG1 RP 0 da+ 0 hab' 0 ich+
=2 tags' jber 1. 2 Term'ine 1. PG1 RM
h: 2 <{hm>PG2 HP 0 wie+ 0 s'icht
0 das+ 0 bei+ 2 * 'lhnen+ 0 am+ 1.
3 D'onnerstag 0 'aus 2. PG1

Prosodic label files can now be the
input to the RULSYS/INFOVOX TTS
system for German, which also contains
an implementation of KIM [3], to test the
adequacy of the manual labelling by‘ com-
paring its rule synthesis with the orlglr}al,
Prosodic modelling, prosodic labelling
and prosodic synthesis thus fO(m an
integrated framework of prosodic re-
search at IPDS Kiel. The prosodic
categories, being related to human §()und
production  beyond  the . particular
language phenomena found mbG't:rma.n,
are transferable to the description of
other languages, and PROL/_\B may be
used more generally in prosodic labelling.
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ABSTRACT

The focus of the paper is the eval-
uation of inter-labeler reliability on
broad phonetic transcriptions when la-
belers do not necessarily know the lan-
guage they are labeling.  We pro-
vide an analysis of labe] disagreements,
Presenting results from six languages,
English, French, German, Japanese,
Spanish, and Vietnamese with to-
tal of 2 minutes of continuous labeled
speech. Labeler agreement across lap-
guages ranges from 41 percent with

detailed label to label comparisons to
91 percent

were made,

INTRODUCTION

This paper describes research on a
large multi-language speech databage
being collected at the Oregon Graduate
Institute (OGI). The Center for Spo-
ken Language Understanding (CSLU)
een developing multi-

when less fine comparisons

se, Czech, Enghsh, Farsi (Modern
Persxan), French, German, Hindi, Hyp.

garian, Japanese, Korean, Malay, Man.

darin, Italian, Polish

of short responses to 21 questions plus
extemporaneous responses up to 60 sec-
onds long. The corpus will be donated
to the National Institute of Standards
and Technology and to the Linguistic
Data Consortium.

Each call is verified by two native
talkers who verified that the caller fol-
lowed the instructions to each prompt,
and made judgments as to regional ac-
cent, language competency (fluency),
age of talker, telephone line quality,
background noise and call completion.

Up to one minute of spontaneous
speech and responses to questions
are being transcribed at the orthe-
graphic level by two native talkers,
with disagreement resolution. A stan-
dard method for transcribing continu-
ous speech, including pauses and non-
speech sounds has been developed [2].
In addition, trained linguists will label
two one-minute sections from each lan-
guage at the broad phonetic level using
Worldbet (3].

An earlier study [4] compared agree-
ment of broad phonetic labels by both
native and non-native talkers of five dif-
ferent Ianguages. Label agreement be-
tween native speakers averaged 68%,
while agreement between non-natives
Was much less consistent at 34%. This
Paper reports on results from labeled
speech in six languages, and includes
an analysis of phonetic categories on

!Phonetic label sets were developed by Dr.
James Hieronymus, author of [3).
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which labelers most disagree, with pos-
sible explanations of such variation.

TRANSCRIPTIONS

Transcription was supported by the
OGI speech tools [5] which display
the waveform and corresponding spec-
trogram.  Transcribers were able to
play any part of the waveform multi-
ple times as needed. The labelers used
Worldbet, an ASCII rendering of the
IPA for broad phonetic transcriptions.

Worldbet attempts to represent
phonetic and phonemic distinctions
within a single level of transcription.
Base symbols generally capture pho-
netic detail that might otherwise be de-
scribed by rule, e.g., the Spanish stops
/4] and /t/ are transcribed in World-
bet as explicitly being dental: d[ and
t|. Diacritics are used to label allo-
phonic variations. A nasalized vowel
[t/ in English would be j:_~ but nasal-
ized vowels which are phonemic in the
language, such as the French nasal-
ized vowels, are transcribed A~ where
Dasalization is part of the base symbol,
not a diacritic,

Little prior discussion went into
specific labeling and segmentation con-
ventions, although the transcribers did
label and compare 10 seconds of speech
per language to gain a basic familiarity
with each language and speaker. Or-
thographic transcriptions produced by
Dative speakers were also available to
tile Phonetic labelers to assist in de-
Cisions aboyt the choice of base sym-

. These were useful when the tran-
scribers were not familiar with the Jan-
8uages,

TRANSCRIBERS

The two labelers are trained in pho-
netica and acoustics. Both are na-
t“f*‘: speakers of English and are fa-
miliar wit}, Spanish. They have less
% 1o knowledge of the other lan-
8lages labeled. Both of the tran-
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scribers have had extensive experience
labeling speech.

DATA

The data transcribed for this ex-
periment were a subset of the OGI 22
Language Telephone Speech Corpus de-
scribed in the introduction. Three 10-
second segments of continuous speech
were selected for English, German,
French, Japanese, Spanish, and Viet-
namese. The data selected were gender
balanced.

Two ten-second segments of speech
in each language (a total of 12 ten-
second segments, or two minutes of
speech) were labeled independently by
the two transcribers.

ANALYSIS

Inter-transcriber agreement was
measured in terms of the number of
substitutions, deletions and insertions
required to map one transcription to
another. The “reference” transcription
was chosen arbitrarily.

When computing the mapping,
overlap in time and phonetic simi-
larity were considered when deciding
which segments were substituted, in-
serted and deleted. This occasionally
resulted in a very slightly smaller accu-
racy than the optimal. However, it re-
sults in much more accurate and mean-
ingful confusion matrices. Accuracy
was computed as follows:

ACC = (ref — sub—ins —del)[ref
where ref, sub, ins, and del represent
total number of reference segments,
substitutions, insertions, and deletions,
respectively.

The average accuracy for the set of
files in each language was computed
using the average number of reference
segments, substitutions, insertions and
deletions over both of the files.

Six scores were calculated, using the
original labels and five less fine sets.
Original Labels To facilitate the anal-
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ysis, all non-speech labels were mapped
to a single symbol, and adjacent, iden-
tical symbols were collapsed.(Table 1
Column 1)

Diacritic Stripping This is a reduced
symbol set produced by stripping dia-
critic information but maintaining the
base symbol (Table 1 Column 2).
Broad category We reduced labels
into: vowel, plosive, fricative, approx-
imant, nasal, and non-speech (Table 1
Column 3).

Vowel Agreement Additional analy-
sis was performed that clustered vow-
els by place of articulation. Diphthongs
were not included unless the place of ar-
ticulation fell entirely within the space
defined by the cluster. Three differ-
ent vowel sub groupings were used; all
non-vowel sounds were removed from
the files so that the scoring algorithm
would reflect errors in vowel category
only:

1. high, mid, low (Table 2, Column
A)

2. front, central, back (Table 2, Col-
umn B)

3. high-front, high-back, central,
low-front and low-back. (Table 2,
column C)

RESULTS )

Table 1 displays results for three la-
bel comparisons. As expected, agree-
ment improves as the distinctions
within the symbol set are reduced.

Table 2 compares agreement be-
tween different vowel reductjons based
on place of articulation,

Table 3 displays the number of base
symbols and the number of vowel sym-
bols available per language.

Table 4 displays various usage pat-
terns of original labels.
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Table 1: % Average transcriber agree-
ment at three levels of precision: 1)
original labels 2) diacritic stripped 3)
broad category

1 2 3
Eng | '55(143) | 67(124) | 83(143)
Fre | 59(119) | 60(97) | 83(119)
Ger | 41(122) | 52(105) | 74(122)
Jap | 72(143) | 77(118) | 91(143)

)

)

Span | 71(107) 78(94) | 86(107
Viet | 60(104) 68(84) | 84(104
ave 59 67 84

Table 2: % Average transcriber agree-
ment for three levels of vowel reduction:
A) high, mid low, B) front, central,
back, C) high-front, low-front, central,
high-back and low-back D) contains the
average number of reference segments

A|B|C|D
EN [ 55|54 [ 52138
FR [ 6217362145
GE | 52 |61 | 54| 38
JA 17578 | 77|57
SP | 85|86 |81]47
VT | 52 |62 | 56 | 27
ave | 67 | 71 | 66

DISCUSSION

As a follow up to [4] we wanted
to do a more careful error analysis of
labeler disagreement. In the present
experiment, labeler agreement across
languages ranges from 41 percent with
detailed label to label comparisons to
91 percent when less fine comparisons
were made. This compares to 33% and
83% in [4). Perhaps using orthogra-
phies in addition to labeling and com-
paring test data prior to actual labeling
helped to raise over all agreement.

Lower agreement with the full la-
bel set (Table 1) seems to result in
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Table 3: Number of base symbols avail-
able (BL); number of vowels and diph-
thongs available (VL)

EN{FR|GE[JATSP[VT
BL] 63 |47 [ 72 [ 70 | 41 | 64
VL]120 )17 (30 [17({12] 28

Table 4: Specific ezamples of label di-
vergences: the number of times each
symbol (base label(b) or diacritic(d))
was used by each labeler (not necessar-
ily simultaneously.)

L1 | L2
closure(b) 2221178
schwa(b) 87 | 64
devoicing(d) | 28 | 4
nasal(d) 3 |35
centralize(d) | 10 | 0

part from convergence on “preferred”
but differing sets of symbols. This hap-
pened with various symbols (see Ta-
ble 4). L1 preferred the devoicing dia-
critic, using it 24 times more often than
L2. L2 used the nasalization diacritic
22 times more often than L1. L1 used
closure labels 44 times more often than
L2.

Over specificity factored in to some
of the disagreements. L1 used an aver-
age of 6.1 (5%) more symbols per file
than L2, using from -3 (Spanish) to 21
(English) symbols more than L2,

The variability in vowel compar-
isons (Table 2) seem to be related to
the number of vowel labels available to
transcribers for each language. Span-
ish and Japanese, both with relatively
small vowel inventories, represented the
greatest agreement. Although English
and Japanese had the same number of
vowels (Table 3), there were actually
only 7 places of articulation represented
in the Japanese vowel labels, as five
of the Japanese vowels differ only in
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length.

Label inventory seems to influence
agreement more than knowledge of
the language, because although tran-
scribers were familiar with Spanish and
English, they agreed more often in
Spanish, with its smaller label inven-
tory.

In the future we plan to expand this
experiment by labeling a larger set of
languages, more speech per language,
and a variety of speakers in each lan-
guage. We also plan to further analyze
the role played by the orthographies for
non-native transcribers.
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ABSTRACT

In this paper we question some
tradtional assumptions made about the
status of the broad transcription. We
advocate a relaxation of strict phonemic
constraints in favour of principles of
phonetic salience and recoverability.

1. INTRODUCTION

Part of a training in phonetics involves
learning to make 'broad' transcriptions of
running speech, based on written or
spoken texts. Although inspired by a
phonemic approach to phonology, in
practice the transcription system ta{Jght
to students of English phonetics, for
'example, 1s usually not a s(;ictly
phonemic’ one. The systems made
popular in Britain by Jones and Gimson
were never strictly phonemic, and the
most recent development of the de facto
standard [Al] is better described as
polysystemic. ~We advocate a more
explicit recognition of this development
and favour yet further relaxation of the
fequirement to transcribe ‘phonemically’
We explore the difficulties faced by
learners  of English phonelics anﬁ
propose an approach to transcription
more in line with their real needs.

2. BROAD TRANSC
2.1 What is it? KIFTION

The following sample illustr:
traditional broad lranscSiptiolnl:umd[eS :

{6ea W8z 'WANS 8 jay 'raet ko:

to@e | hu wod 'neveA?exk 8o ‘;?Alt?l
8 'merk Ap 1z 'maind | wen'ever
1z f(enz asst 1m 1f 1 wod 'latk te
geu 'aup wid dam | hr wod ‘sonlt
ainss | ar ‘deont 'nev | hr
:;J;inlt ‘szlsa]Tsh | kan I ‘wodnt ser
otk s o/ I kad 'neva ‘Ia:n ta
The symbols used here are those of the
English  Pronouncing Dictionar
(EPDI4) [2]. The representation o)t:

prosodic information is restricted to a
simple stress mark and word group
boundary symbol. Like many other
British phoneticians, we are in the habit
?f calling this type of transcription
phonemic’ or ‘broad’, though in terms of
Abercrombie's [3] analysis it probably
qualifies as neither:
“A transcription which is made by
using letters of the simplest possible
shapes, and in the smallest possible
number, is called a SIMPLE
IPHONEMIC transcription. It is called
simple’ because of the first
characteristic, and 'phonemic’ because

of the second.” (p. 17)

:I‘he EPDI4 transcription fails to be
simple' or ‘phonemic’ on both criteria.
Representations such as /av, /e&/, oV
are not notationally the simplest; some
symbol combinations, such as /el/ and
/2v/, are not even uniquely parsable into
segments. Nevertheless, the intention is
to represent units identified by classical
commutation and substitution procedures,
and to provide symbols for all and only
those sounds which potentially
distinguish words: the phonemes.

The term 'broad’ has acquired a range
of meanings ([3): p. 35; {4]: ch.18). The
EPDI4 transcription qualifies as "broad’
insofar as relatively little phonetic detail
is shown. For example, conditioned
variation in the laterals in like, called,
only and trouble is not explicitly
represented in the sample above.

2.2. Why teach it?

Producing a plausible broad
transcription requires both phonological
awareness and a range of auditory skills:
* segmentation of the speech signal into
a sequence of 'discrete’ sounds;
identification of and discrimination
between sounds;
use of a language-specific, finite set of
symbols to represent them;
independence  from orthographic
prejudice;
objectivity about accent and style

.
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variation;
awareness of the difference between
citation forms and connected speech;
production of a faithful record of a
particular rendering of the passage in
question;
the ability to disregard insignificant
phonetic differences, and to group
sounds together into functionally
equivalent classes.
Auditory skills are required directly or
indirectly when transcribing from speech
or text. A basic aim of the transcription
exercise is auditory training [S].
Analytic skills are involved in tapping
intuitions about the phonological system
and in rescrutinizing the judgments of
sameness or difference which underlie
the analysis.

2.3 Who learns it?

The weight attached to each of the
theoretical and practical skills outlined
above should depend on the purpose for
which the student is learning English
phonetics. Typically, such students will
include specialists in linguistics, speech
science, speech pathology, English
language, EFL, modem languages,
performing arts. The groups may include
both native and non-native speakers of
English, and speakers of a wide variety
of native accents.

For some groups the theoretical aspects
will outweigh the practical ones, but for
others the situation will be reversed. For
example, students of English as a foreign
language need be less concerned by
phonological theory and may concentrate
on using transcription as a tool to
improve their pronunciation. Linguistics
students, on the other hand, need to
develop their abstract analytical skills.
Speech and language therapists need to
be proficient in both aspects if they are
to diagnose phonetic and phonological
immaturities and disorders.

3. LEARNERS' DIFFICULTIES
Students new to phonetics differ
widely in their natural ability to master
transcription skills and in their basic
audijtory discrimination skills. Some may
find difficulty in relating the transcription
conventions to their own accent. Others
take longer to adjust to the conventions,
either because they find them difficult to
grasp theoretically, or because of some
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seemingly arbitrary property they exhibit.

In demonstration conditions, using
isolate words in their citation form, most
learners can quickly  discriminate
between linguistically contrastive sounds
in their own language or variety, and
recognise the need to move away from
orthography. Identifying and symbolising
the sounds in connected speech takes
practice, since knowledge of citation
forms may interfere with the direct
translation between sound and symbol.

When using text, we encourage native-
speaker students to transcribe their own
variety of English. This may initially
complicate life for the non-RP student
who has also to transcribe from dictation
by an RP-speaking lecturer, but pays off
eventually by reinforcing observations
and understanding of the differences
between accents. A sizeable proportion
of our students are speakers of the near-
RP of SE England, and regular exposure
to this variety during their stay in
London has its influence on accents from
further afield too.

The ability to ignore irrelevant
phonetic _ detail is often achieved
surprisingly painlessly, suggesting that
learners can use intuitions to access and
exploit phonological knowledge they
already have. But in certain cases there is
a tension between finding a symbolically
accurate representation of a sound and
confining oneself to the contrastive
system: notably where allophones 1n
complementary distribution have a highly
salient difference in realisation.

4. ARBITRARY CONVENTIONS

In trying to reconcile transcription
conventions established largely for RP
with their own perceptions, students
regularly experience difficulties such as:
(i) selecting a symbol to represent the
weak vowel in e.g. happy ot mediate;
(i) using a /t/ when what they clearly
hear is a glottal stop [7], e.g- what;
(iii) using /V (rather than a close back
vowel or /w/) when there is clearly no
lateral consonant present, €.g. milk.
(iv) selecting a symbol for the vowel in
words like old (the diphthong with the
quality [oO] is often attributed to the
phoneme /ol rather than /a0/).
(v) using the diphthong leal for the
sound they produce and perceive as a
long monophthong [€:] in words such as
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bare and bared.

A new set of conventions has become
established for (i), involving the use of
weak /V rather than /i/ or /I/ (assuming
that otherwise redundant length marks
are used in the basic symbol list).
Introduced by Gordon Walsh in [6], this
practice has been extended to cover the
use of /u/ rather than /uy/ and /o/ in [7],
[1] and [8]. In encouraging it, we are
accepting the use of a symbol which is
not on the usual phoneme list, but which
represents a realisation which could be a
neutralisation between /i/ and /t/. This
clearly violates the strict phonemic
criteria of traditional practice.

Deviation from traditional practice in
respect of (ii) - (iv), where we are
arguably dealing with allophones in
complementary distribution which are
appropriately represented with the same
symbol, is not yet widely accepted.
Unlike the situation in (i), there is
always a possible phonemic solution in
transcription. But difficulties will still
arise: for some, [?7] may at times be a
neutralisation between /p/, //, /k/; for
others, words like doll and dole are
genuine  homophones, making it
intuitively unsatisfying to symbolise the
vowel differently, even where a
difference remains for other forms, such
as dolling and doling.

We have to consider whether it is
helpful to insist on a transcription which
Is an exercise in phonemic theory, or
whether we should applaud the ability of
learners to identify and symbolise more
precisely the sounds they hear.

In seeking to justify relaxing the
traditional requirements to maintain a
strict distinction between phonemic and
allophor}ic levels, we should examine the
conventions which have long been
accepted for other problem areas in
broad transcription.

The ghe.orelical purity of the phonemic
transcription is a myth. Phenomena
where contrast, distribution and native
spealger m(uitions do not lead to a unique
solution will remain. Since such problem
areas have been abandoned rather than
solveq theoretically, the conventions
established for dealing with them must
be treated as arbitrary. Students are
therefore leaming to  fall in with
theoretically dubious conventions,

Let us look more closely at the
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arbitrary 'solutions' proposed for a couple
of these areas of conflict.

(1) status of schwa: it can be argued
that schwa in RP should be analysed as
a weak, non-contrastive variant of some
other vowel in an unstressed context. At
a lexical level, the allophonic status of
the vowel may not be transparent, uness
alternating  forms, or alternative
pronunciations, suggest that the strong
form of the vowel would be different
under stress. Compare photograph
Ievtagra:t/ and photography /fa'tografi.
The case may be more clearly made with
respect to weak forms: schwa can be
regarded as a conditioned variant of /o/
in from, of /ae/ in have, of /N in but, and
so forth. Transcribing such forms with /a/
thus explicitly incorporates allophonic
variation in a broad transcription (though
schwa can of course be in contrast with
other weak vowels). However, to deny
its use in transcription would
fundamentally alter the status of the
broad transcription in English, since the
use of schwa is not predictable in all
unstressed contexts, and the source
pronunciation would cease to be reliably
recoverable.

(2) assimilations: where the output of an
assimilation corresponds to a realisation
consistent with a different phoneme, we
conventionally encourage students to
show this in broad transcription: thus fen
men is represented /tem mery etc. But at
the same time we ignore other
assimilatory processes where the output,
though phonetically distinct, does not
cross a phoneme boundary -- an arbitrary
distinction which obscures the theoretical
generalisations relevant to assimilation.
Disallowing ~ assimilations in broad
transcription, on the grounds that they
are contextually determined, would
seemingly be ‘more consistent Wwith
phoneme theory, but would greatly
impoverish the transcription’s
explicitness.

Furthermore, what are we saying by
allowing an assimilation like ho/p/ potato
in a broad transcription, but disallowing
ho[?] potato (insisting on //)? In the
latter case, students are being asked 10
disregard auditory evidence and a freshly
discovered ability to discriminate
between different articulations in favour
of a theoretical point. By clinging 100
hard to the theoretical point we lose
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explicit recoverability.

5. CONCLUSIONS

Relaxation of the requirement of strict
adherence to phonemic theory in broad
transcriptions  undertaken for the
purposes of phonetic training should be
guided by two principles which we call
phonetic salience and recoverability.

Phonetic salience refers to situations
where the sound perceived or produced
by the learner is markedly different from
that normally represented by a symbol
chosen from the range available for a
strict phonemic transcription:  for
example, the use of [7] for phonemically
sanctioned /t/, or a vocalic segment of
the [0] variety for phonemic /I/.

Recoverability can best be explained
by reference to the ideas put forward in
[3] regarding the interaction between the
text of a transcription and the
conventions necessary for its
interpretation: "any departure from a
simple phonemic transcription has the
effect of transferring information to the
text from the conventions" (p. 23). The
type of convention recognised by
Abercrombie which is relevant to our
argument is what we would probably
now call an allophonic rule: it specifies
the contextually determined interpretation
of a phonemic symbol.

What Abercrombie does not propose is
that this sort of convention should be
further subdivided into those which are
exceptionless and those which are
variable. For example, while it is the
case for many accents of English that /V/
should be interpreted as [I] before vowels
and [j], and as [1] elsewhere, and that
this variation is entirely predictable, the
use of [?] vs [t] is much less certain for
many speakers. On a given occasion it
may be impossible to recover which
variant was used without including the
information in the text of the
transcription.

Our proposal then, for south-eastern
English and near-RP, is that the usual set
of symbols employed for a broad
transcription should be augmented to
allow for the explicit symbolisation of
phonetically salient variants which are
not recoverable by general, exception-
free rules. Exactly how great the increase
in the number of symbols should be will
depend on the experience and particular
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requirements of the learner. Inclusion of
[7], [0] and {pT] in the symbol set
appears to us an indispensable minimum
for most groups of students. Introducing
further modifications for other optional
variants may well be worth considering.
The following incorporates some of the
innovations discussed above.

/8e: waz 'wans @ jay 'rae? korod
‘a:0a | hu wod ‘neve teik 8 'trabo
te 'meik Ap 1z 'maind | wen'ever
1z 'frenz 'aist 1M if | wod 'laik te
gou 'ac? wid dam |hi wod 'aonli
‘a:nse | ar 'deun? 'nau | hi ‘wodn?
ser 'jes | en i 'wodn? ser 'neu |
‘ar@a | hi kad 'nevs 'Ia:n ta 'merk a
"fors/

The same principles of phonetic
salience and recoverability should apply
to the transcription of other varieties of
English and of other languages. If we
cease to pay lip-service to the idea of a
phonemic analysis as the basis for our
transcription, the decisions about what to
include do not in fact become entirely
arbitrary. A broad, but principled
transcription can be guided by the
criteria outlined above.
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ABSTRACT

Consensus transcriptions were made
by trained as well as untrained transcri-
bers of several segmental variables in
Dutch. A randomly selected subset of
these variables was transcribed twice
by both groups. Two hypotheses were
tested: the degree of agreement
between non-contemporary consensus
transcriptions is a measure of their
validity; trained transcribers reach
higher consistency levels than untrained
transcribers.

1 INTRODUCTION

In her discussion of the meaning of
the terms validity and reliability as
applied to phonetic transcription, Cuc-
chiarini [1] suggests that, in the
absence of a proper benchmark for the
estimation of the validity of a transcrip-
tion, the consensus transcription may
serve as a viable alternative. The con-
sensus transcription is often proposed
as a procedure which will reduce €rrors
in transcriptions and increase agree-
ment among transcribers (Shriberg et
al. [2]). We have found that the con-
Sensus transcription can serve as a
§uitable format for the analysis of
mm'z« and interspeaker variation in the
realization of certain segmental vari-
ables in Dutch (Vieregge and Broeders
[3]_). However, we are not aware of the
existence of studies in which the agree-
ment between consensus transcriptions
was examined to see if this would
produce a more satisfactory measure of
transcription validity,

2 AIM OF THE STUDY
The main. aim of the investigation
was to look into the possibility of test-

ing two hypotheses, both of them inspi-
red by our experience with the consen-
sus transcription and following from
the claim that this transcription pro-
cedure tends to reduce errors due to
inattention, and leads to greater agree-
ment between transcribers (Ting et al,
[4]). If this is true, the degree of
agreement found in consensus tran-
scriptions made at different points in
time should provide a good measure of
the validity of these transcriptions. In
other words, we hypothesize that con-
sensus transcriptions are more valid as
they are replicated with greater consist-
ency.

On the assumption that trained tran-
scribers may be expected to be more
competent than untrained tran-scribers,
a second hypothesis can be formulated,
viz. that trained transcribers will reach
a higher degree of consistency than
untrained transcribers.

In order to test these hypotheses
consensus transcriptions made as part
of a study of inter- and intraspeaker
variation in the realization of segmental
variables in Dutch were used.

3 THE SPEAKERS

The speech samples were produced
by 7 educated speakers of Dutch, hail-
ing from various parts of the country.
The amount of regional variation in
their speech varied from hardly any to
quite marked. All speaker were male,
with ages ranging between 25 and 50.
The speech style could be described as
quasi-spontaneous: all seven speakers
were asked to give a description of
what they saw in three drawings, show-
ing a street scene, some shops and 2
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living-room respectively. The duration
of their descriptions varied from 2
minutes to 2 minutes and 45 seconds.
The material forms part of a larger
corpus collected for a different purpose
by our colleague Van Bezooijen, who
kindly made the recordings available to
us.

4 THE VARIABLES

The segmental variables used in this
investigation form a random subset of
the larger set of variables transcribed
as part of a study to look into the inter-
and intraspeaker variation of certain
segmental variables in Dutch (Broeders
and Vieregge [5]. They are presented
in Table 1.

Table 1. Variables used in the investi-
gation (N: the number of tokens per
variable in the subset).

Variable N
Ix/ 21
12/ 14
vl 14
schwa-insertion after /r,1/ 13
assimilation of voice before /b,d/ 14
n-deletion after schwa 14

The variables themselves were selected
as part of the earlier study on the basis
of their expected variability in Dutch.
The subset of tokens used in the pres-
ent study was picked at random.

§ THE TRANSCRIBERS

Consensus transcriptions were made
by two trained transcribers, the present
writers, and nine pairs of untrained
transcribers. The latter were all Lan-
guage and Speech Pathology students
of the University of Nijmegen, all of
them qualified speech therapists, who
made the transcriptions in part fulfil-
ment of the requirements of a 120-hour
course in phonetic transcription taught
by the first author. They were instruc-
ted to produce a consensus transcrip-
tion in accordance with the IPA con-
ventions [6], which they were told
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would later be assessed by their
teacher.

6 PROCEDURE

The trained transcribers made the
second transcription of the random sub-
set several months after the first. For
the untrained transcribers both tran-
scriptions were made as part of a single
transcription assignment but the work
was structured in such a way that,
unlike the trained transcribers, they
may be assumed to have been unaware
of the fact that they were transcribing
(some of) the variables twice.

7 RESULTS

The results are presented in Table 2.
Transcriptions were considered to be in
agreement if the same phonetic symbol
plus any of a limited number of diacri-
tics was used on both occasions. They
are expressed as the percentage agree-
ment reached per variable. The percen-
tages given for the untrained tran-
scribers are averaged for the 9 pairs.

Table 2. Variables used in the investi-
gation (U: untrained, T: trained tran-
scribers; N: number of tokens per vari-
able in the subser).

Variable U T N

Ix/ 64.6 76.2 21
12/ 78.6 929 14
vl 69.0 929 14
schwa-insertion 80.3 923 13
assimilation 69.0 714 14
n-del 90.5 85.7 14

8 DISCUSSION

It appears that, with the exception of
the last variable, trained transcribers
achieve considerably more agreement
than untrained transcribers. The differ-
ence in the amount of agreement found
between trained and untrained tran-
scribers is significant (t = -2.44; p <
0.05; one-tailed).

At first sight, the results seem to
confirm the second hypothesis that
trained observers reach higher consist-
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ency levels than untrained transcribers.
However, inspection of the actual tran-
scriptions suggests that there are one or
two complicating factors at work
whose effects, while undeniably pres-
ent, are difficult to quantify. On the
one hand, there is the fact that some of
the variables are essentially binary (n-
deletion, schwa-insertion). Obviously,
all other things being equal, agreement
is likely to be higher if the number of
options is small and vice versa. On the
other hand, there are variables like Ix/
that easily run into as many as 5 differ-
ent symbolizations, each combining
with several diacritics. Of course, in
principle this embarras de choix applies
to trained and untrained transcribers
alike. In practice, however, it must be
expected to work against the trained
transcribers, as their greater familiarity
with the phonetic symbol set and
greater experience as trained listeners
should make more options available to
them. By the same token, untrained
listeners are likely to reach higher
agreement between transcriptions
because they have a smaller set of
symbols to choose from. On balance
though, the results Jend support to our
second hypothesis: agreement between
consensus transcriptions js higher for
trained than for untrained transcribers.
However, in the course of the dis-
cussion we have seen that there are
strong indications that our first hypo-
thesis is not tenable ag it stands. Agree-
ment per se is a necessary but not a
spfﬁcient criterion for validity, It js
simply not the case that the consensys
tx:anscription that happens to show the
highest degree of agreement is for that
reason also the more valig one. What
Is essential of course is that the consen-
Sus transcriptions are made by compe-
tent transcribers, If agreement is high
between non-contemporary replications
of consensus transcriptions by experi-
enced transcribers it is reasonable to
assume that these cap be used as g
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criterion against which the Quality of
other transcriptions can be measured,

9 A VALIDITY CRITERION

If we revise our hypothesis in the
light of these observations, we are ig a
position to judge the quality of the
consensus  transcriptions made by the
pairs of untrained transcribers, using
the consensus transcriptions of the
trained transcribers as our criterion
(Vieregge [7], p. 31). Obviously, this
will only be possible for those cases
where the trained transcribers produced
identical transcriptions in the two con-
sensus sessions. While it is clear that
this introduces a degree of inaccuracy
in those cases where the trained tran-
scribers disagree between the two ses-
sions, it is safe to assume that the
effect of this is marginal. After all, for
most variables the agreement scores
reached by the trained transcribers are
quite high, and what discrepancies do
arise will by and large occur in respect
of the transcription of the rather more
problematical variables, on which un-
trained transcribers would be unlikely
to do better in the first place.

10 THE VALIDITY CRITERION
APPLIED

If we apply the above criterion to
the transcriptions made by the
untrained transcribers this yields two
types of information. First, we can
calculate the score for each variable
averaged over the nine pairs of
untrained transcribers. This figure
expresses the extent to which the
untrained transcribers, on average,
produced transcriptions that are iden-
tical to those of the trained tran-
scribers. It gives an indication of how
well the variable in question was tran-
scribed by the untrained transcribers.
The results are presented in Table 3,
which also specifies the number of
tokens for each variable transcribed
identically by the trained transcribers
and used in the validity criterion. It is
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worth noting that on average the tran-
scription of the variables /x/,'/v./ and
assimilation deviates in the majority gf
cases from that of the trained transcri-
bers, which may be taken as an indica-
tion of the difficulty these variables
present.

Table 3. Variables used in the invem:-
gation (Mean: average score per vari-
able; N2: number of tokens per vari-
able used in validity criterion, NI
total number of tokens per variable in
the subset).

Variable Mean N2 N1
Ix/ 46.9 16 21
1z/ 70.1 13 14
vl 414 12 14
schwa-insertion 67.8 12 13
assimilation 439 10 14
n-deletion 90.3 12 14

Alternatively, we can calculat'e the
performance of the separate pairs qf
untrained transcribers for each vari-
able, again using the identice‘xl tran-
scriptions of the trained transcribers as
our criterion. The results are presented
in Table 4. It appears that average
performance scores vary between 53
and 69%.

Table 4. Average scores per pair over
all the tokens used as part of the valid-
ity criterion (For reasons of space,
numbers are rounded off to the nearfst
integer; P: pair; V: variqbk:; s'a:
schwa-insertion; ass: assimilation; n-
del: n-deletion).

P\V /x/ /2 I sa
41 62 50 63
28 81 42 42 75 83
28 73 17 88 170 92
50 62 38 75
4 81 38 8 25 63
50 58 58 88 45 100
84 73 46 79 30 100
53 89 42 25 40 100
4 58 42 67 30 92
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11 CONCLUSION

The results of the study lend support
to our hypothesis that trained transcri-
bers reach higher consistency levels in
replicated consensus transcriptions than
untrained transcribers.

It also appears that, while agreefment
between consensus transcriptions is not
a good validity criterion per se, high
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