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.ABSŒTUMŒT 
- The present study concerns the 

study of distinctive features by 
means of "Phoneme Environment 
Clustering” (PEC).  The PEC 
algorithm, originally developed 
f o r  automatic speech recognition. 
selects the optimal set of 
allophones and est imates miss ing  
contexts automatically.  We have 
examined approximately 2.000 
segments f rom 216 phonellcally 
balanced words uttered by a male 
informant  of Japanese us ing PEC. 
The results  show that the  fea ture  
[sonorant]  i s  separated from 
others  i n  t he  earliest stages of 
the process of the tree structure 
and coincide with the feature 
hierarchies proposed i n  the f ie ld 
of current  non-linear phonology. 

1 .  INTRODUCTION 
In  this  paper we would l ike to 

describe an a t tempt  to  reconsider 
the hierarchical s t ructure  of 
dist inct ive features by means of 
a "Phonene Environment 
Clustering" (PEC). Early 
generative phonologists adopted _the distinctive features of the 
Ja obsonian framework [ 6 ] .  
Later .  they revised the 
dist inct ive features  in  many 
respects.  In the  framework of 
SPE. d is t inc t ive  features are 
mainly described from an 
articulatory point  of view [1] ,  
and the same inclination has been 
maintained among current 
approaches. This .  however, does 
not mean that acoustic and 
auditory aspects have lasser 
importance, but rather that i t  

was d i f f i cu l t  to  make an exact 
and precise description of the 
acoustic characteristics of 
distinctive features at . t ha t  

l e .  

l i th  respect to  the hierarchy of 
dist inctive features,  several 
kinds of feature hierarchies have 
been proposed. 
We would like to introduce 
another kind of hierarchy based 
on the acoustic distance. PEC. 
which was originally developed 
for  automatic speech recognition.' 
i s  one such experiment and 
attempts the establishment of the 
feature  hierarchy. 

2 . THE CONCEPT OF pnonsna 
ENVIRONMENT CLUSTERING (PEG) 

We can consider a number of 
possible factors. which may 
affect the sound patterns me!" a 
given language.- such as a 
preceding phonene. a phoneme 
before a preceding phoneme, a 
center .phoneme (the current 
phoneme i t se l f ) .  a succéedîng' 
phoneme, a phoneme af ter  & 
succeeding phoneme. speakers. 
pitch frequency. power. speaking 
rate. stress position. phonese. 
position in  the utterance. 
background noise. emotion and so 
f o r t h .  The combination of these 
factors makes an abstract space 
which i s  called the environment— 
space E .  Each allophone i a  
assumed to  be a point e in the 
space E.  On the other hand, each 
allophone i s  observed as an 
acoustic pattern which 'Cafi 'îüë“ 
assuaed to be a point v in : 
vector space (V) .  after.-…some_ 
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normalization of pat tern 
durations as well. 
If we have a set of phonetically 
labeled acoustic segments, each 
i s  a point e i n  the environment 
space E as well as a point v i n  
the  pat tern  space V .  Denoting a 
mapping funct ion from the  space E 

to  V by <p : E ——>V, the  acoustic 
pattern of each allophone v=rp ( e )  
varies from sample to  sample and 
has a certain spread in  the space 
V.  This spread i s  measured by 
some d is tor t ion measure, such as 
an averaged Euclidean distance 
from the cent ro id ,  and.denoted by 
d ( v ) .  The image i n  a subspace Ei 
of the phoneme environment space 

-E through the mapping funct ion  
i s  also a subspace Vi = ¢ ( E 1 )  in 
the vector space V .  I t s  spread in  
V is  denoted by d ( V i ) .  
The aim of the phoneme 
environment c lus ter ing i s  t o  f i n d  
the optimal se t  of n subspaces 
{Ei}Ï;0 to cover all variations 
of acoustic segments. I t  i s  
defined as the  minimization of 
the total distort ion defined by: 

n 

n 32:“? un)) 
=1 

where 
E=E1U E2u E3U . . .u En 
and EiriEj = 0 ( i  # J )  

That i s .  PEC aims to f i n d  an 
optimal division of the phoneme 
environment space to  minimize the 
total sum of the distortions of 
images of environment subSpaces. 
This formulation means a sort  of 
piecewise approxination of a 
mapping funct ion  such tha t ,  if  an 
arbitrary phoneme environment i s  
given, i t s  pattern i s  predicted 
with a minimum error.  Since i t  i s  
not easy to  obtain the real 
minimum. the  solution to  the 
above problem is  approximated by 
successive splitting of the 
environment subspaces, which has 
significant advantages such as .  
the clustering algorithm is  
simple. ali produced subspaces 
are convex, the spl i t t ing process 

derives a binary decision tree,  
and so forth.  ’ 

3. EXPERIMENTS ON PEC AND 
DISTINCTIVE FEATURES 

As has been mentioned above, 

the  process of successively 
sp l i t t ing  subspaces forms a tree 
s t ruc ture  which i s  in terpreted as 
a s imi lar  grouping of phonemes 

and the phoneme environment.  The 
concept of PEC can be applied as 
well t o  the  d i s t inc t ive  fea tures ,  
which are  components of  phonemes. 

For Example, Fant (1973) s ta ted 

that ” the  phonetic value of a 

dis t inc t ive  fea tu re  can be 
regarded as a vector i n  a 
multidimensional signal space. 
The variabili ty due to  context  
shall be expressible by rules 
which de f ine  how the  f e a t u r e  
vector i s  changed when the 

conditioning elements are varied" 

[ 5 ] .  Therefore, dist inctive 
features lay be extracted t o  some 

extent  us ing the  PEG procedure. 
We .have examined how sets of 
phonemes are divided in to  
allophones i n  the  process of PEC. 

Experiments were carr ied out 

under the  following condit ion.  

1)Infornant and t e x t s :  
' Approximately 2 ,000  segments out  

of 216 phonemically balanced 

words fo r  one male adul t .  
2)Acoustic  parameters: cepstrun,  
delta—cepstrum, log-power, delta- 
log-power. 3)Dimension: 34. 
4)Regression window: 90 ms 
tr iangular.  5)Window lengthz30 m s .  
6)Window s h i f t :  10 ms .  7)Sampling 
frequency: 12kHz. 8)Environnent 
fac to rs :  5 .  9)Distance measure: 
weighted Euclidean distance. 

The results indicate that 

allophones depending on phonetic 
environment are extracted at 
lower nodes. Phonemes as se ts  of 
allophones appropriately 
correspond t o  upper nodes which 
bind the lower nodes of 
allophones. S t i l l  upper nodes t i e  
several phonemes in to  bundles and 
these bundles correspond to  
natural ' c l a s se s .  Following 
diagrans represent parts  of the 
tree s t ructure  which was formed 
through the process of successive 
splitting using PEC. 
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[-sonorantl 
" ' "  z i d a r e h e s o t s p i k s '  

" ' l  

-—- o ,w,a .e . j . i .u ,m,n,N.0g,cb 
[osonorant] 

I t  i s  observed that a set of 
segments which hold a feature 
[+sonorantl i n  common and a set 
of segments which hold a feature 
[—sonorant]  in common are 
separated at  the f i r s t  step. A 
segment “h" i s  classified as a 
member of segments having [— 
sonorant] in  th is  analysis. 
In the case of Japanese, the 
phoneme /h/ occurs as allophones 
[c] .  [ i ] .  [x ] .  and [fl] In 
addition to  [ h ] ,  and this  phoneme 
is  not usually classified as a 
glide. Therefore. there i s  no 
problem i n  classifying th is  
segment as l—sonoran t ] .  
W i t h  respect to  / r / .  th is  segment 
i s  an approximant (semi-vowel) i n  
the  case of English, and th i s  
would be c lassif ied as 
[+sonorant ] .  In  the case of 
Japanese, however, t h i s  segment 
has quite a number of allophones 
and f r ee  var ia t ions .  For 
example, / r /  i s  o f t en  represented 
as a kind of plosive et word 
in i t ia l  pos i t ions ,  and as a f l ap  
at word—medial positions.  I t  i s  
assumed tha t  th i s  segment i s  
accordingly classif ied as [ -  
sonorant]  i n  t h i s  instance. 
Attaching an asterisk ( a )  to  g 
and d implies a special case. 
These segments are originally 
voiced plosives and should be 
classified as l - sonorant] .  At 
the  stage of labeling 
preconditioned the phoneme 
environment c lus ter ing.  
t rans i t ion  port ions of formants 
were not  included in  vowels but 
Included i n  voiced plosives. 
Therefore,  some properties of 
vowels, which should be 
class i f ied  as [+sonoran t ] ,  are 
assigned to  these segments i n  
t h i s  analysis .  Furthermore,  /g/ 
and /b/ seldom occur as voiced 
plosives [g ]  and [ b ] .  Rather,  
they occur as voiced fricatives 
[81 and [8] or velar nasal [g] 

called "bidakuon‘. These - are 
also assumed to be factors. 
In the next s tep .  the segments 
that have features [—high, 
-consonantal] i n  common were 
separated from [+sonorant] .  
_ _ _ :  _ _ _ _ _ _ _ _  J o l n u s . e n | N a . g o . b  

! 

————————— o ,w ,a , e  
l-hlsh ] 
l—consonantal] 

In th is  analysis /w/ i s  
classified as l -h igh] ,  although 
i t  is  classified as [+high] in  
the case of English. In the case 
of English, [ w ]  i s  produced wi th  
a constriction between the upper 
and lower l ips  and the back of 
the tongue and soft  palate as 
well ,  and i s  a so-called voiced 
labial—velar approximant. On the 
other  hand, in the case of 
Japanese. the degree of raising 
the back of the tongue is  lower 
even at  the word i n i t i a l  
posi t ion,  and i t  i s  pointed out 
tha t  i s  s t i l l  lower a t  the word 
medial pos i t ion .  Therefore,  the 
informant  of th is  analysis 
ref lects  such properties of 
Japanese, and /w/ was classified 
as l — h i g h ] .  
The group which holds l—high ,  
—consonantal]  i s  subdivided in to  
a group which has & feature 
[ + r o u n d ] ,  v iz . /o /  and /w/, and a 
group which has a fea ture  
l — r o u n d ] ,  v i z .  la/ and /e/ .  

[+round]  
{-hlgh l ------- o,w 
[-consonanta1] : 

l 

l 

------- a , e  
[-round] 

The segments that have a fea ture  
[—round] i n  common are s t i l l  
subdivided in to  individual 
phonemes of /a/ and /e/ by a 
fea ture  [+/— l o w ] .  The low vowel 
/a/ and the  non-low vowel /e/ are 
separated by th i s  f e a t u r e .  

[+low] 
[—round] 

[-low] 
Other groups of segments are also 
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subdivided i n t o  individual 
phonemes in  a s imilar  way. 

4 .  DISCUSSION AND CONCLUSION 
Recently,there i s  a tendency to  

revise not only par t ia l  problems 

but also the total framework of 
feature systems in  many ways. One 
of the main concerns among them 
is  se t t ing  up a hierarchy 
s t ructure  or  groupings fo r  the 
fea tu re  arrangement. Until now. 
several kinds of f ea ture  
hierarchies or groupings of 
features  have been proposed. For 
example, i n  a Jakobsonian 
framework, Fant (1973) discussed 
a feature  hierarchy depending on 
the economy of descript ion [ 5 ] . -  

From the  automat ic  recognition 
s tudy,  Dantsuj i  (1989)  proposed a 
feature  hierarchy making use of 
auditory distance [ 3 ] .  In a 
generative phonology framework, 
f o r  example, Clements (1985) 

discussed fea ture  hierarchy 

geometrically organized f rom a 
phonological point  of view 
considering art iculatory aspects. 

and Sagey (1986) elaborated this  
feature hierarchy f r o n  phonetic 
and physiological facts  [ 2 . 9 ] .  
These phonetic and physiological 

facts mean that speech sounds 
are produced wi th  the movement 
and action of a physiologically 
limited number of ar t iculators .  
as was pointed out  by Maddieson 
and Ladefoged ( 1 9 8 9 ) ,  e tc .  [ 7 ] .  
Movable art iculators  are l i p s ,  
tongue t i p ,  tongue blade, tongue 
dorsum, tongue roo t ,  sof t  palate ,  
larynx and so f o r t h .  Therefore,  
as terminal  features [h igh ] .  
[back] and [ low]  have, fo r  
example, relevance to  the 
movement of the dorsum of the - 
tongue, they are dominated by a 
non-terminal node dorsal.  As 
labial, coronal and dorsal are 
related to  the place of 
art iculation,  these nodes are 
dominated by a higher node place. 
Furthermore, the place node and 
sof t  palate node are dominated by 
a s t i l l  higher node, the 
supralaryngeal. However, major 

class features such as [sonorant] 
and [consonantal] are directly 
dominated by a root node which is  

the highest position of the 

hierarchy. or s i tuated as special 

features that  consti tute the root 

node. 
On the other  hand. the analysis 

by PEC establishes another type 

of fea ture  hierarchy which 

reflects the acoustic distance. 

Features such as [sonorant] and 

[consonantal] are extracted at 
quite  early steps in  th is  

experiment.  F o r -  example. 

[sonorant] i s  extracted at the 

f i r s t  s tep  of the clustering. 

These matters indicate that the 

acoustic distance between segment 

groups corresponding to  the 

feature [+sonorant] and [ -  
sonorant] i s  considerably great. 
Therefore, this  conf i rms the view 

that the feature [sonorant] is  
placed at a higher position of 

the fea ture  hierarchy, as 

proposed in  current l i terature of 

non—linear phonology based on 

articulatory and physical fac ts .  
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