Chapter 7

Tempo-Scaled Synthetic Speech

I ntroduction

In synthetic speech listeners may have differesfgoences with respect to speech
tempo. Various criteria can play a role such as

» experience with synthetic speech

« familiarity with the voice

« age of the listener

» language proficiency of the listener
» degree of hearing proficiency

» density of information

» type of spoken text

« duration of synthetic speech

* individual tempo preference

It can be assumed that persons who are confrontédsynthetic speech for the first
time may well prefer slower synthetic speech thiendefault tempo. In contrast, peo-
ple working with a speech synthesiser every daylavptobably require faster speech
rates.

At present, if tempo in speech synthesisers is naajlestable, it is usually per-
formed linearly: the segmental and prosodic stmestare kept constant, just the seg-
ment durations are changed proportionally by trerdd zooming factor. The result is
similar to (but not the same as) a speech file d@layed back with a lower or a
higher sampling rate while retaining pitch charéstes. In contrast to suchlanear,
or uniform manipulation of the temporal structutee changes observable in humans'
tempo-changed speech can be characteriseohdsnear, or non-uniform.
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After a survey of existing approaches to non-lineanpo control in our own ex-
periments described here, the assumption is téstgdsynthetic speech with slow or
fast tempo oriented to non-linear changes of husmeech would be preferred over
linear methods. As a first step the speech tempadeiscapplied here are restricted to
prosodic phrase breaks with implications for pagisand, to a lesser extent, for
phrase-final lengthening. In this way the numbke kocations and the durations of
pauses are controlled. Listening tests with stirgaherated by a German speech syn-
thesiser are described and the results interpreted.

7.1 Approachesto non-linear tempo control

In principle there are four ways to change the ®mpsynthetic speech which are
sketched in figure 7.1.

TEXT
‘ TTS ‘ TTS
with linear [ i
. with non-linear
TS adaptation of dura- s adaptation of durations
tions of segments & of segments & pauses
l pauses l
synthetic synthetic
speec speech
| |
linear tempo non-linear tempo
adaptation adaptation
l v v v

COMPRESSED/EXPANDED SYNTHETIC SPEECH

Figure 7.1 Four types of tempo adaptation for sstthspeech: 1) linear adaptation af-
ter synthesis, 2) linear adaptation during syn#)ei non-linear adaptation
after synthesis, 4) non-linear adaptation duringtsgsis.
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Either the adaptation of the synthesis output tglese after after the generation
process (method 1 and 3 in figure 7.1) or the adiypt occurgduring the generation
of the synthetic speech (methods 2 and 4). Botlmoast can haveon-linear or alin-
ear time-scaling.

The two types of non-linear time-scaling will besclissed here:
e attempts to integrate non-linear aspects in the gdigeration (method 4)

« attempts with a post-processing of the non-linéareiscaling (method 2),
where it is irrelevant whether synthetic or nats@ech has to be manipulated

There have been earlier attempts to scale the teofipgynthetic and non-
synthetic speech non-linearly. These are desciiedly below and summarised in
table 7.1.

Attempts with synthetic speech

In the classic additive-multiplicative segment dima prediction by Dennis Klatt de-
veloped for American English, it is recommended thahort pause is inserted be-
tween a content and a following function word (Kl49979) and that “individual seg-
ments are lengthened and shortened slightly depgruh speaking rate” (Allen et al.
1987: 98).

Global speech rate in a German TTS system (Koh&88) affects the segment
durations through one of many factors in a modiféatt rule set. The consequence is
that segments are modified proportionally to tih@nerent durations.

For a French synthesiser (Bartkova, 1991) a mixnotflelling pause and seg-
ment durations is also suggested. In her modehatjlepeaking rate influences the
segment durations independently of the additivetiplidative duration model. Pauses
are mapped directly onto syntactic breaks, whiehcassified as obligatory and op-
tional. Optional break locations are used to insext/ pauses for slow speech and to
skip pauses for fast speech, respectively. Thigrinétion on phrase breaks, mostly
punctuation-based, determines the occurrence amadioiu of pauses.

For an English TTS system Monaghan (1991) focusesltering the phonologi-
cal structure of prosodic phrases and pitch acdenteanipulate speech rate rather
than on a pure phonetic change of segment durdderargues that manipulations on
the phonological level will more effectively altdre perceived speech rate rather than
the objective one. For the latter he proposes te&atrate on segment durations.
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Hertz (1991) modelled diphthongs for a formant bgstser. She presented a
procedure for modelling the target underhoot of seeond formant according to
Gay's (1968) results.

Higginbotham et al. (1994) performed text compresiem tests with two differ-
ent American English TTS systems. The listenerquarénce of read texts synthe-
sised in two modes were compared: a) with the defpeech rate, and b) versions
where a pause of 10 seconds (!) had been insdittsdeach word. For each variable
(text type, text length, TTS system) the slowedsiers scored better than the stan-
dard settings in a summarising task. Thus, althoughy rather long pauses were in-
serted while the articulation rate was kept corstdime comprehension level in-
creased.

Portele (1996) manipulated the temporal struct@igegments such that particu-
larly steady state phases were shortened or lemgghd he listening tests showed no
significant difference between those signals witbhdified spectral dynamics and
those without.

For a French TTS synthesiser Zellner-Keller (insgjeapplies re-syllabification
and segmental rules as well as the addition ofgsmasad prosodic breaks. An impor-
tant feature of the break assignment is that tbaks are not only determined by syn-
tactic but also by rhythmical constraints. To cédtel the actual segment durations,
speech rate was taken into account as one of $éaetars.

Attempts with non-synthetic speech

The researcher team of Picheny et al. (1989) arhkkki et al. (1996) published data
where word intelligibility was tested with sentenceterial recorded in a conver-
sational style and in a clear speech style. Botlugs of material were manipulated
such that the faster conversational-style sentereghed the duration of their clear-
style counterparts, and vice versa. The first stpdyformed a linear time-scale
whereas the second study applied non-linear madiidics. The word intelligibility
scores of the test persons (with hearing loss) sdavat the non-linear versions are
superior to the linear ones for both manipulatioethmds (slowed down conversa-
tional style, and speeded up clear style).

In the more recent study it was shown that the mdated versions were less in-
telligible than the original versions. This is trog persons with hearing deficiencies,
for normal hearing persons under noise conditi@amgl for normal hearing people
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with the speeded up clear speech (but not with sloeved down conversational
speech). Thus, almost any less than ideal situ&ian noise, or synthetic rather than
natural speech) as well as time-scale adjustmehotbf speaking styles have a nega-
tive effect on word intelligibility. Those factolsve to be taken into account, particu-
larly for speeding up synthetic speech, becausemaafor speech synthesis is usually
recorded in a clear style rather than in a conviersal style.

The study by Covell, Withgott & Slaney (1998) alsmvides evidence for the
superiority of a non-linear over a linear approédmhspeeding up. To compress pre-
recorded speech they cut down the durations of

= pauses (but not below a threshold of 100 ms)

= unstressed vowels (by an intermediate amount)

= stressed vowels (to a lesser degree)

= consonants (based on the stress level of the naigimy vowel)

They paid special attention to spectrally changragsitions and to already short
segments so that these portions were not affeotedhtich. In listening tests compar-
ing linearly vs. non-linearly compressed speech, ribn-linear versions scored sig-
nificantly better in comprehension tasks for steiogues and monologues as well
as for A-B preference tests. Interestingly, theeswo significant difference between
the two compression methods for longer dialoguepogsible explanation for this is
that there is a perceptual adjustment to all safrtgpeaking styles, and that a percep-
tual adjustment to the unnatural speaking stylesd&nger for the linear compressed
speech, with consequences for shorter utterantes than for longer utterances.

In contrast to the expectation that non-linear méshof compressing speech
yield better results than linear methods, the wafrdanse (2003) revealed that word
intelligibility in Dutch performs better when lindg adapted. The results of her ex-
periments with a high and a very high compressaia (40% and 60%, respectively)
are interpreted under assumption that segmentatnation of the more temporally
reduced unstressed syllables are lost for thenkste

He & Gupta (2001) tested three time-compressiohriggies in terms of intelli-
gibility and preference: a) linear time-compressibnpause removal with following
linear compression, c) a non-linear compresssiathodesimilar to the MACHL1 algo-
rithm described Covell, Withgott & Slaney (1998helir results show that there was
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no significant difference neither in preference mointellegibility between non-linear
and linear compression algorithms at moderate cesspon rates which correspond to
about 60% normal rate duration. However, for trghlepeedup factor (2.5 faster than
normal) the non-linear compression methods showifggntly better results than a
linear adaptation in the comprehension as welhdke preference tests.

To summarise the presented approaches to non-liesgro change of recorded
speech: For very extreme changes of articulatita iteseems insufficient to regulate
only one property, e.g. segment duration, as wae dior extremely fast articulation
(Janse, 2003) as well as for extremely slow awdiboh (Neijme & Moore, 1998). It
seems more promising if a number of phonetic andnplogical mechanisms are
taken into account as was done in Covell, With§o8laney (1998) where the mark-
ers of prosodic re-structuring such as pausessssttenditions as well as segment
class and sub-segmental structure were considered.

Conclusions

The attempts discussed above to scale the temggntiietic speech in some non-
linear way are summarised in table 7.1. Two paabigut them are remarkable.

First, very few of the models scaling the tempeawyithetic speech were actually
tested with listeners such as Higginbotham et #394), Portele (1996) and Janse
(2000). The others are either grounded in formaluamptions based on observations
of natural speech (Klatt, 1979; Kohler, 1988; Mamag, 1991; Hertz, 1991), or they
depend on speech production data with an evaluafiehe model against these pro-
duction data (Bartkova, 1991; Zellner-Keller, iregs).

Second, none of the above mentioned models comesiddr structural levels
presented in the chapter on the phonetic and pbgivwall aspects of tempo change.

For an efficient tempo modelling it would seem @ws a) to considall levels

in the model, and b) to perform perception testswveéver, there are arguments against
such all-or-none model tests. Even if the resultsia favour of our hypothesis that a
“full" non-linear tempo model is preferred overireer modification it cannot explain
which aspect of modelling accounts for the better peréorce. Additionally, it cannot
be assured that all aspects presented can be exddeth comparable and appropriate
way. And last but not least, there are reasonsotidthat simply copying observa-
tions from natural speech to synthetic speech ppeegiated by listeners, as the ex-
amples for segmental reductions (Portele, 1997)spedtral tilt (Barry et al., in press)
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show. Thus, it was decided to start with a nondimempo model which seems rather
simple at the first glance.

Table 7.1. Approaches of non-linear tempo contidpeech synthesis (except * for re-
corded speech). Language (AmE=American English=Briish English;
Fre=French, Dut=Dutch, Ger=German), tempo (sl=stpwia=faster),
evaluation method (production data or perceptiat) teand considered lev-
els of observed phenomena: prosodic breaks, pidcbands, segmental and
syllabic structure, pause duration, segmental durasub-segmental tim-

ing.

study lang{tempo eval.| pros. pitch segm pause segm. sub-segm,
breaks acc. &syll dur. dur. timing

Klatt (1979) AmE slffa | - X X X
Kohler (1988) Ger| sl/fa - X
Bartkova (1991) Free sl/ifa prqd x X X
Hertz (1991) AmE fa - X
Monaghan (1991) Brg sl/fa | - X X
Higginbotham AmE| sl |perc] X X
et al. (1994)
Covell, Withgott, |AmE| fa | perc X X X
Slaney (1998)*
Portele (1996) Ge| slifa perc X
Uchanski et al. AmE| sl/fa | perc X X
(1996)*
He & Gupta (2001)1AmE| fa | perc X X X
Janse (2003)* Du fa| pefc X
Zellner-Keller Fre | slffa| prod x X X X
(in press)
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7.2. Prosodic phrasing in the MARY text-to-speech synthesiser

The hypothesis is that tempo-scaled synthetic $pegith non-linear changes found
in human speech would be preferred by listeners lovear methods. In this section a
model is described which takes the non-linear charfgund in human speech into
consideration.

As already pointed out in chapter 2, Goldman Eigl®&68) claims that changes
in speech rate are predominantly changes in pawgiiga more or less constant ar-
ticulation rate, an observation confirmed for petaally extreme changes by the
study presented in chapter 5. Based on this assumibte model presented here fo-
cuses on pausing as phonetic marker and phrasidgtasmination of pausing struc-
ture. This should include more than just changebkewluration of predicted pauses. It
should also consider changes in tiluenber of pauses. This in turn, requires the pre-
diction of thelocation of pauses to be added or to be skipped. Paugesdnspeech
are usually linked with prosodic phrase breaks. phediction of prosodic phrase
structure in TTS synthesis systems is primarilyeldasn punctuation and/or syntactic
analysis. Thus, a prediction of inserted breakspawand of skipped breaks/pauses
must be handled at this stage of linguistic analysi

The strength of the prosodic breaks influences tlealisations. A higher-level
break may be marked by a longer pause, increasebgfinal lengthening and a
more distinct FO movement. For slowing down, owstfmodel proposes to insert mi-
nor prosodic breaks in addition to the default ksea@dditional breaks will result in
more pauses and more phrase-final lengthened Edlabor reasons of simplicity, a
new break will occur after each syntactic noun parand after each syntactic adjec-
tive phrase. Moreover, the duration of pauses ballconsiderably lengthened. This
procedure is slightly different to those in Bartko{d991) and Klatt (1979), where a
pause is inserted betweeach content and function word, and very different to
Higginbotham et al. (1994), where a pause is iegeafter each word. The duration of
pauses will be changed considerably accordingdaalésired tempo.

Conversely, for speeding up, predicted breakslveilskipped, resulting in fewer
pauses and fewer cases of phrase-final lengtheRiagse durations shall be short-
ened.
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Default phrasing in MARY

Before going into the details of the model, whittlers the prosodic structure and pro-
sodic events for changing speech tempo, it is sacgdo present the default mecha-
nism of the synthesiser used for the experimertg. default output of the German
TTS system MRY (Schroéder & Trouvain, 2001) serves as the basétinéhe model
that is summarised in table 7.2. There are fouesypf breaks to be predicted, which
are all based on the German ToBI conventions (Bamm&rice & Benzmiller,
2001). These, in agreement with the original ToBddel for American English
(Beckman & Ayers, 1994) define six levels of braadices.

A break "2" occurs before a prepositional phrade) (@d before a conjunction
in coordinated noun phrases (NP) or coordinatedcsisle phrase (AP), e.g. in "Er
sprach [break 2] mit belegter Stimme." The defagllisation does not currently
manifest a pause in the temporal segmental steictuor does it trigger a boundary
tone.

A break "3" which corresponds to a "minor prosdatieak” or a boundary of an
“intermediate phrase (ip)" is assigned in two casg®efore the finite verb, i.e. after
the German "Vorfeld" if this stretch of the senterexceeds two syllables; example:
"Der amerikanische Préasident [break 3] sagte gestél. 2) before the conjunctions
"und" (English "and") and "oder" (English "or") erale: "Er fuhr nach Kdéln [break
3] und besuchte eine Freundin.". A break "3" is kadrby a 120 ms pause, a final
lengthening factor for parts of the last syllabiethe duration model (see table 7.2),
and a minor boundary tone (H-) which changes theXfursion size to a small de-
gree.

A break "4" is linked with a comma in the text wiim most cases represent the
division of clauses, tokens of an enumeration,agist An example is "Er trank das
Bier, [break 4] obwohl er keinen Alkohol mochte.hd realisation of a break "4"
consists of a 200 ms pause, the same final lengifpdactor as with "3", but major
boundary tones (e.g. H-% and L-%) leading to biggeanges of the FO excursion
size.

A break "6" is assigned at the end of a sentenddsamarked by a longer pause
than "4" (410 ms). Roughly speaking, a break "4val as a break "6" can be seen as
an "intonation phrase" boundary. The differencaeveen "4" and "6" in MRY lies in
the syntactic embeddedness expressed by punctuation
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Neither a break "5" nor a break "1" is currentlgdisn the synthesiser.

The default states described here and summarisahlie 7.2 will not just modi-
fied in terms of existing pause durations. Pauséisalso be inserted, e.g. break "2"
becomes a pause for slowing down.

Table 7.2. Default mechanism for predicting theifpms, break stength and realisation
of a prosodic break (pause duration in ms; finagjteening factor in dura-
tion model; boundary tone triggering FO excursize)s

break predicted position pause durafactor final length- .  boundary
tion ening tone
"2" | PP; Conjuction in coordinated N - - -
or AP
"3" |finite verb > 2 tokens; 120 1,4 (nucleus) H-
"und"/"oder" 1,1 (coda)
"4" |comma 200 0,6 (elsewhere) H-%,
"6" |end of sentence 410 H-"H%,

L-%

Like all TTS systems, this default model shows pb&t caveats such as an un-
clear correlation between punctuation signs esfypaammas and break strength,
and a missing theory-bound classification of theows break strengths. It would cer-
tainly be helpful to have a more distinct modelliofyphrase-final lengthening and
production based pause duration. Further missipgas are rhythmical balance (as
considered e.g. by Zellner-Keller, in press), all a& semantic and pragmatic con-
texts. Although it is clear that this default modeks not fully reflect speech produc-
tion data, it produces acceptable prosodic phréseserman texts, as perception
tests confirmed.
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7.3. Perception experiment 1

Methods

In order to compare different tempo adaptation we@shall versions to be compared
need to show the same total duration. It was dddidéest the preference of two con-
secutively played speech stimuli (paragraph-lengiiat differ just in the way the

tempo was adjusted. Stimuli were generated for fempo categories with the Ger-
man text-to-speech synthesiser "Mary" using dipkdi@xhréder & Trouvain, 2001).

Each of the tempo categories has a certain compness expansion factor relative to
the default duration assigned in "Mary". That meaimat an expansion of the duration
of the entire speech stimulus by 20% would resuki i120%-version (relative to the
default), and a compression by 40% would lead &-&@rsion. The tempo categories
and their stretching values are as follows:

= very slow (140%)

= rather slow (120%)
= rather fast (80%)

= very fast (60%)

For each of the four tempo categories, versiongwgenerated according to two
methods:

» apurelylinear time-scaled version with preserved pitch charésties
» a hybrid version witladjusted break prediction

In total, there were eight versions (4 tempo x 2hoés) to be used in four pairs
for the preference test. In order to minimise adifect, each stimulus appeared once
in the first position of a stimulus pair, and ireteecond position in a further stimulus
pair. This resulted in eight stimuli containingear—adjusted pairs.
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The versions with the adjusted break predictionewgamerated in three steps:
» step 1: adjusting prosodic breaks
» step 2: adjusting pause duration according to bi@ai and tempo category
» step 3: linear time-scaling of the remaining signal

Step 1 and 2 were considered by the first mode¢lfézdures the following modi-
fications of the default set-up: for both slow mtbreaks of strength "2" are inserted
after each noun phrase (NP) anghch adjective phrase (AP). For both fast rates the
breaks of strength "3" are demoted to "2". The sayed effect is to insert more
pauses with their accompanying final lengtheningslow rates, and that pauses are
skipped with their accompanying final lengthenigtlables for fast rates. As can be
seen in table 7.3, the duration of pauses are depé¢ron two factors: the break
strength and the envisaged tempo.

Table 7.3: Pause durations of model 1 accordimydsodic break strength and tempo.

break] very fast rather fast default rather slow very slow
(60%)  (80%) (100%) (120%) (140%)

"2" - - - 120 200
3" 20 80 120 200 410
4" 50 100 200 410 700
6" 100 200 410 700 1000

An example for both versions can be seen in a seatef the text of the first
experiment in table 7.4. Note that in the non-lnhe@dapted versions, pauses are
longer and more frequent, and the articulation ebase shorter compared to the line-
arly adapted versions.

15 students of phonetics and computational lingisstall German native-
speakers served as subjects. Their experienceswitmetic speech ranged from none
to some. Subjects were told that a newsreader amthrtificial voice would be tested
and that this voice can speak at various speedsy Were asked to select the version
they preferred from each pair of news paragraphistéxts see appendix). All pairs
occurred in both orders, and all stimuli pairs weredomised. They were presented
via loudspeakers in a quiet office with one warmatipnulus at the default tempo.
The test took about 10 minutes per subject.
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Table 7.4. The second sentence extracted fromatberdry slow versions (A = linear;
B = hybrid). For each stretch of text (top linedgmrosodic breaks (upper
line for A & B) the duration of pause and artidida phases in ms are
given (bottom lines). In cases where a break "2hdscated for thenybrid
version there is no break "-" in theear version.

Die teilte in und Ber+ die sei am einge-
Partei Disseldort lin mit, Liste 10.April troffen.
A|"6 "2" - 4 - - 6
653 | 742 | 2491401 0 | 1103 312l 595| O 1573 0 1012 631
B|"6 3 "2" 4 2 2 6
1090|541 4941193 237|754 792 | 431 221 1200 210 737 1090

Results

The first hypothesis was that the hybrid versiomail always be preferred over the
linear versions. In addition, it was expected thatbreak/pause effect would be more
distinct at slower rates since slower readings lbsgsaow more pauses. The results
presented in table 7.5 confirm both hypotheseshi@e of the four speech rates, with
the exception of rather slow (120%): listeners @nefd the adjusted versions, espe-
cially for "very slow" reflected by the high numbe&frconsistent answers.

Table 7.5. The preferences (15 listeners) in perfme the first perception experiment
comparing the linear versions and the adjustedaesgmodel 1). The per-
centage of inconsistent judges are in parentheses.

tempo linear — adjusted 1

very slow | 17% — 83% (33
rather slow 83% — 17% (33)
rather fast| 23% — 77% (46)
very fast 40% — 60% (80)?
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Subjects differed with regard to the consistenctheir answers reflected in dif-
ferent preferences in the two pairs containinggame versions. The number of in-
consistent answers increased from 33% for very slodvrather slow rates up to 80%
for the very fast rate.

Discussion

One possible explanation for the exception at &aglow" is that in both slow ver-
sions the number of pauses was more than doultledght be that for the adjusted
120% version the "interruption” of normal-tempo ege by so many pauses left a
"choppy" impression and for this reason the worgusace was not amenable to a
reasonable information chunking. Obviously, wha¢nse good forvery slow rates
need not necessarily be good father slow rates. A more moderate increase in the
number of pauses seems advisable. Some subjectse@phat pauses at some loca-
tions were perceived as a disturbance. This impihas- for slower speech rates - not
every syntactic break can be treated in the sanyetovaredict prosodic breaks. Here,
a refined syntax-prosody mapping as well as thesidenation of the rhythmical bal-
ance across prosodic phrases is needed.

In contrast to speeding up, slowing down seemstsufficiently well modelled
by a longerrelative pause duration (reflected in pause-to-articulat@ino) at more
pause locations with a moderately slower articatatiate. Too slow an articulation
can strengthen the effect of boredom that is sonestireported. Although the de-
scribed mechanism was shown to work for "very slothieé “rather slow" tempo
clearly needs a refined break/pause prediction m&a: also the "very slow" version
deserves a refinement, because the "very slow'lorexdeft the impression of rather
fast articulation phases with a very high numbegpanises with some overlong pauses.
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7.4. Per ception experiment 2

Based on the outcome of the first listening expentrihe first model of break and
pause prediction has to be refined (henceforth m@dand tested again with listen-
ers. Thus, the goal of the second perception exgert is to find answers to the fol-
lowing research questions:

= Can we replicate the good result f@ry slow in experiment 1, either with
model 1 or with model 27?

= Does model 2 perform better than model 1r&iher slow?
» Does model 2 perform better than the linear mooleddther slow?

= Does model 1 or modeldenerally perform better?

Methods

Model 2 aims to avoid the deficits of model 1 tappeared in the first experiment and
to deliver some refinements. The rather fast ddtman phases for the slow versions
should be slowed down, the excessive number ofgsasisould be avoided, and the
overlong pauses should be shortened. Furthermioeeyery slow version should be
improved by a higher degree of phrase-final lengitigg Therefore the following
changes apply to model 2:

* insert break "2" after a NP or VP just in thoseesashere the new minor
phrases (after insertion of a break "2") also shgwedicted pitch accent

= apply additional factor 1.5 for each syllable rhy(mecleus plus coda) in
each pitch accented word (all speech rates)

= apply shorter pause durations according to theegailu table 7.6

= maintain the break "3" for fast rates (in contri@stnodel 1 where it has
been skipped)
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Table 7.6: Pause durations of model 2 accordingrasodic break strength and envis-
aged tempo. If different, pause durations of mddiel parentheses.

break] very fast rather fast default rather slow very slow
(60%) : (80%) (100%) (120%) (140%)

AN B - - 100 (120) 120 (20Q)
"3" 140 (20) 80 120 180 (200) 300 (410)
"4" |50 100 200 300 (410) 700

"6" 1100 200 410 620 (700) 1000

The same test paradigm is applied as in experihebtt with a different news
text (2 sentences, 36 words, 74 syllables; seerappe In total 10 German native
listeners took part.

Results

At the "very slow" rate, the second model perfosinghtly better than the first model
in the first experiment with 80% of the preferenddewever, the repeated test of the
first model in this experiment scored only 30% prefice, in contrast to 83% in the
previous experiment. A direct comparison of the twodels at this tempo showed a
very clear preference for model 2.

At the "rather slow" rate, the second model impsogempared to model 1 in the
first experiment. Nevertheless, the listeners gtiiferred the linear version at this
rate. Since model 1 was considered inferior foth&aslow" in experiment 1, no di-
rect comparisons between model 2 and model 1 werformed for that specific
tempo category in experiment 2.

At both fast rates, the results show a prefereacenbdel 1 compared to the lin-
ear versions, slightly weaker than in experimentod "rather fast" and slightly
stronger for "very fast". There is no preferencerfmdel 2. In the direct comparison
of the two models, the model 1 is clearly prefemethe "very fast" rate.
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Table 7.7. The preferences in percent for the coismafrom the first experiment (rep-
licated from table 7.5) and the three comparisdnth® second perception
experiment. Percentages of inconsistet judgesgrarentheses.

test 1l test 2
linear—adj. 1. linear—adj.1 linear—adj.2 j.4d- ad,. 2
very slow | 17% — 83% (33Y0% — 30% (40)20% — 80% (40)10% — 90% (40)
rather slow 83% — 17% (33 - 60% — 40% (40 -

rather fast

23% — 77% (4

0% — 60% (80

45% — 55% (50

559 — 45% (50)

very fast

40% — 60% (8(

)B0% — 70% (60

55% — 45% (50

70% — 30% (40”)

Discussion

The following discussion is oriented along aboventimed research questions.

Can we replicate the good result f@ry slow in experiment 1, either with
model 1 or with model 27?

Regarding model 2, the answer is yes, regardingembdhe answer is no. On
the one hand it is satisfying to know that mode&l 2xperiment 2 performs as well as
model 1 in experiment 1. On the other hand it ip8sing that the same model which
gave a very good performance in one experimeng faia second experiment. The
essential difference between the two experimentstha text. This means that break
predictions are unreliable, in turn, implies thad few of the relations between syn-
tactic and prosodic breaks were considered, ansilggghat the rhythmic balance of
prosodic phrase length play a greater role thae&rgd. Future modelling of prosodic
phrasing needs to take these two aspects intodemasion. A particular feature of the
linear versions at a very slow rate is the highipatural slow articulation rate. This
was avoided in the adapted versions by insertingenpauses and lengthening of
them. This finding can play an important role fasmg types of users, e.g. older peo-
ple, or those unexperienced with synthetic speech.

107



* Does model 2 perform better than model 1 rfather slow, and does
model 2 perform better than the linear modelrgher slow?

Model 2 indeed performs better foather slow but is still inferior to the linear
model. One possible explanation for this unexpeotsdlt is that those listeners gen-
erally prefer slower rates when speech is distartexzhy way, and this is the case for
synthetic speech. That means that the rate werdéddhere asather slow - seen from
a speech production perspective - is in fact fosttieteners theormal rate - for per-
ceiving synthetic speech. Obviously, normal aratioh rate with as many breaks as
in slow speech is not appreciated by the listeriérs.implication from this interpreta-
tion is that the default tempo of synthetic speskbuld be slower than the default
tempo of natural speech. However, this recommeowahould not be generalised for
all types of users of synthetic speech: a blindg@emwho uses speech synthesis every
day will express tempo needs which are completdiferént from those just de-
scribed.

* Does model 1 or modelgenerally perform better?

Here, it is impossible to give a clear answer. '’ary slow" it cannot be defi-
nitely decided which model is better. Model 1 paried well in one experiment but
failed in the other. Model 2 (in experiment 2) vepially as good as model 1 (in ex-
periment 1). Model 2 showed improvements ffather slow, but not with the envis-
aged result that it outperforms the linear metHheat. bothfast categories, the first
model generally performed better than the secord Bhis means that the first model
seems to show a possible direction for altering $gathetic speech by means of pro-
sodic phrasing.

Summary and discussion of chapter 7

With these experiments it has been shown that ossible to alter the tempo in a
satisfactory way for text-to-speech synthesis. Canag to the use of changing tempo
in natural speech, the modelling demonstrated emestricted to changes of the
global tempo, forread speech, and imonologues. This is in contrast to local tempo
changes in spontaneous dialogues presented inechapt

In contrast to most other studies dealing with terapntrol, we performed per-
ception experiments. We were able to show that fustlelling prosodic phrasing
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leads to partial improvements. However, modelliagt jphrases seems more compli-
cated than expected, and is not as easy as e.Klatieules "predict". Not only two
categories such as slow and fast, which are ratbstract and therefore vague, were
tested; there were four categories in total, witregact reference to a default speed.

The results for "very slow" are evidence that inygmments are possible for this
tempo category, at least for German speech systhElse findings can be integrated
in several speech synthesis applications such @asrgleinformation systems where
users are confronted with synthetic speech forfitise time or in user-adaptive sys-
tems aiming at non-native speakers or those witrihg deficiencies (see introduc-
tion of this chapter and also chapter 2). But tinelihgs can also be used to slow
down pre-recorded natural speech in the area glkge learning.

Despite a good performance of the simple breakfpausdel in this test, non-
linear speech tempo adjusting for faster rateslgieeeds further modifications. In a
next step de-accenting could be applied with thHecefof fewer cases of accentual
lengthening. De-accenting could also counteractithpression of over-accenting
whereas phonemic reductions as well as spectrattiets could oppose the impres-
sion of segmental hyper-articulation which is offeft. Further benefits can be ex-
pected from modelling the segment durations conisigethe different degrees of
sound segment elasticity.

The results forather slow suggest that the determination of the default dpee
the first problem when controlling tempo. On theibaof these results and the study
of Uchanski et al. (1996) it can be assumed tlsteriers prefer a slower tempo for
synthetic speech than they do for natural speebts. fas consequences for defining
the default tempo of synthesisers, but also fortds¢ and training material used for
timing prediction in TTS systems, especially thedelbng of segment duration. Here,
fast reading styles such as news readings do rat gery appropriate (see chapter 2).
Finally, it must be said that any improvement a ttming for the default tempo also
improves the quality of speech rates other thaaudef
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