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ABSTRACT

This paper describes three cosslanguage ASR experiments
which use hidden Markov modelli ng. The first one shows that
consonant identification improves when vowel transitions are
used. In particular, the mnsonants’ place of articulation is
identified better, because the vowel transitions contain
formant trajecories which depend onthe cnsonant’s placeof
articulation. The semnd experiment compares consonant
identification results when amustic parameters belongng to
the cnsonant itself (no vawel transitions are used in the
seond experiment) are used as inpu to hidden Markov
modelling dredly with identificaion rates when aoustic-
phoretic mapping is performed before gplying hdden
Markov modelli ng. It is $hown that acoustic-phoretic mapping
grealy improves consonant identificaion rates. In the third
experiment, the aoustic parameters from the vowel
transitions are dso mapped orto consonantal ( not vocdic)
feaures, as are the aoustic parameters belongng to the
consonants. The alditional use of vowel transitions does not
lea to further improvements in the mnsonant identification,
however. This is probably due to undertraining o the vowel
transitions in the Kohoren network.

1. INTRODUCTION

A lexicon and languege model can compensate for many
phore identificaion errors at the aoustic level by excluding
impossble words and word seguences. For sportaneous
speed reaognition, we must however also optimise phoretic
decding d the aoustic signal. We shall therefore present
several controlled experiments on the ehancement of
consonant identification which do na use a lexicon o
language model.

One of the main challenges to ASR is the warticulation
between sounds. Many ASR systems based on hidden Markov
modelling ded with coarticulation by sing generalised
triphores as the basic unit for recogntion. Triphore models
can caer for context-sensitivity at least to immediately
neighbouing sounds; generalised triphores exploit the known
amustic similarities between some transitions and thus
maximise the training data[1,2,3,4]. The use of triphores thus
hel ps the system to cope with the ladk of homogeneity in data
belongng to dfferent redisations of the same phoreme. But
besides making the aoustic parameters for a phore less
homogenous, context-sensitivity also means that information
abou the identity of a sound is available in its immediate

context. We shall try to addressthis information explicitly by
using the amustic parameters belongng to vowel transitions
in addition to those belongng to the mnsonants to identify the
consonant. Thisisthe am of the first experiment (sedion 2.

The second am of this paper is to address lingustic
information avail able in the signal explicitly. The assumption
is that if we manage to do this properly, it will be eaier to
distinguish phoremes — which is the ultimate goal of a speed-
to-text ASR system. In a semnd experiment, the aoustic
parameters belongng to consonants (withou surroundng
vowel transitions) are therefore mapped orto phoretic feaures
by two Kohoren retworks before gplying hidden Markov
modelling. In this mapping, (only) lingusticdly relevant
phoretic fedures, like [+plosive] and [tuvular], are defined on
the basis of the aoustic parameters. The results are cmpared
to a baseline experiment in which the aoustic parameters are
used as inpu for hidden Markov modelling dredly, i.e
withou acustic-phoretic mapping (sedion 3.

In a third experiment, we shall combine the use of vowel
transitions and aooustic-phoretic mapping. The vowel
transitions are used for “relational processng’, i.e. the
aooustic parameters belongng to the vowel transitions are
mapped orto phoretic feaures of the neighbouing
consonants, as will be explained in sedion 4 The results are
compared to a baseline eperiment in which ory the
consonant is used for identification after mapping orto (non
relational) consonantal phoretic feaures.

All the experiments which are presented are aosslanguege,
which stresses the generality of the phoretic principles which
are the subjed of this paper and at the same time dlows us to
maximise the training cata.

2. EXPERIMENT 1:
VOWEL TRANSITIONS

In the first experiment, consonant identificaion rates are
compared in two subexperiments. In the first or baseline
experiment, consonants are identified onthe basis of acoustic
parameters belongng to what is traditionaly labelled as a
consonant. In the second subexperiment, the surroundng
vowel transitions are used addtionally. Since the formant
trajedories in the vowel transitions depend on the place of
articulation d the neighbouing consonant, it is expeded that
the information in the vowel transition enhances consonant
identification (asis the cae for human listeners [5,6,7,8]). To



enhance the diff erence between the two subexperiments, only
intervocdic consonants, which are flanked by a vowel off set
and avowel onset transition, are identified.

2.1. Data

HTK software [9] was used to compute 12 mel-frequency
cepstral coefficients (MFCC's), energy and the crrespondng
delta parameters from a 16 kHz microphore signal. A 15-ms
Hamming window was applied to minimise smeaing d the
spedra changes in the transitions over time; a step size of 5
ms and peemphasis of 0.97 were used. The aoustic
parameters were computed for English, German, Italian and
Dutch read passages from the EuromO database.

Vowel transitions were defined to be 35 mslong (cf. [10]), but
can be shorter if the vowel islessthan 70ms. In that case, the
vowel onset and dfset transitions coincide with the first and
seocond half of the vowel.

Since the aoustic parameters are very similar for the
transitions of a vowel into consonants which share the same
place of articulation, labelnames were generaised aaoss
consonantal placeof articulation. Eight places of articulation
were distinguished, namely labia (lab), dental (den), alveolar
(alv), aveolo-palatal (alp), palatal (pal), velar (vel), uvular
(uvu) and glottal (glo). The transitions were thus labelled as
"i_lab","O_vel", "alp_u", etc. (vowelsin SAMPA notation).

Consonants were |abell ed in adapted SAMPA. It was necessry
to adapt standard SAMPA notation because, athough all
SAMPA labels are phonemic within a language, there is
overlap when dfferent languages are used. To dgve one
example, the SAMPA symbol /r/ is used to represented the
acoustically very different redisations of that phoneme in
English, where it is an alveolar approximant, and in Italian,
where it is an alveolar trill . Further, our system requires that
the closure phase of plosives and affricates be labelled
separately from the rest of the sound, so that extralabels had to
be invented. The labelnames used in this paper are described
elsewhere in these proceadings ([11]) and asoin [12].

2.2. Hidden Markov modelling

For eath o the labels, a 3-state left-to-right hidden Markov
model (HMM) was trained with a single probability density
function per state (also using HTK). There were 280 dfferent
HMM's for vowel transitions; the number of consonant HMM''s
was 30. To maximise the training dita, all consonants, not
only intervocdic ones, were used. For testing, only the signal
belongng to intervocdic consonants was used in the first
(baseline) subexperiment. In the second subexperiment, vowel
off- and orset transitions were used in addition. The signa
belongng to a single amnsonant (plus transitions) was off ered
to the system for identificaion withou any further context.

2.3. Resultsand discussion

The use of vowel transitions leals to an increase in consonant
identificaion (for 32 consonants) by 266 percent points
compared to the baseline experiment. Althoughthe dfed of

adding vowel transitions may not seem very large & first
sight, it must be pointed ou that the identificaion d the
consonants' placeof articulation (8 places) improved by 1821
percent points (table 1). The results show that the information
available in vowel transitions abou the placeof articulation o
the neighbouing consonant can be used succesdully in an
ASR system (cf. [13]).

Tablel. |dentificaion rates for 32 consonant caegories
withou/with use of vowel transitions, as well as for 8 pace
of-articulation and 7 manner-of-articul ation categories

noV transitions V transitions
consonant 1317% 15.83%
place 26.57% 44.78%
manner 46.7% 41.97%

3. EXPERIMENT 2:
ACOUSTIC-PHONETIC MAPPING

In a second experiment the signal belongng to the mnsonant
(the same mnsonants as in the first experiment) is first
mapped orto dstinctive phoretic feaures like [+labial] and
[tnasal], which are then fed into a HMM procedure. The
results are ompared with those from the first subexperiment
of Experiment 1, in which hidden Markov modellingis carried
out on the basis of acoustic parameters diredly. It is expeded
that by applying amustic-phoretic mapping, the system can
focusonlingusticdly relevant signal properties[11,14,15].

3.1. Data

The inpu signals are the same & in Experiment 1, as are the
consonantal |abels (except that no vowel transitions were used
in the present experiment). The phoretic feaures which are
used [12] were derived dredly from the 3 dmensions of the
IPA chart (manner, place ad vdcing) and are thus closely
related to the aticulatory properties of the cnsonants rather
than being more astrad phondogicd fedures.

3.2. Mapping and hidden Markov modelling

Acoustic-phoretic mapping was performed separately for
MFCC's and energy and for the delta parameters by two
paralel Kohoren networks ([16]; seesedion 42), after which
the output vedors, containing phomtic feaures, were
concaenated and fed into hidden Markov modelling [12]. The
consonants were modelled by 30HMM’'s.

3.3. Reaults and discussion

Compared to the baseline experiment, in which the aoustic
parameters were fed dredly into the HMM system, a



substantial improvement was found bah for the consonant
identificaion rates (38.83 percent points) and for the mrred
identificaion d the wnsonants' place of articulation (39.55
percent paints). This shows that it is very effedive to help the
system focus on lingusticdly relevant properties by mapping
aooustic parameters onto phoretic feaures. This is further
suppated by the very considerable incresse (30.91 percent
points) foundin the identification d the cnsonants' manner
of articulation (table 2). A more phoreticdly oriented
interpretation d theresultsisgivenin[11].

Table2. |dentificaion rates for 32 consonant caegories
withou/with use of acustic-phoretic mapping, as well as for
8 placeof-articulation and 7 manner-of-articulation categories

no mapping mapping
consonant 1317% 52.00%
place 26.57% 66.12%
manner 46.7%% 77.70%

4. EXPERIMENT 3:
ACOUSTIC-PHONETIC MAPPING
AND TRANSITIONS

Combining the results from the first two experiments, we used
the signa belongng to the mnsonants together with the
preceding and following vowel transitions in the aoustic-
phoretic mapping procedure and then for identificaion o the
consonant by applying hidden Markov modelling. Vowel
transitions were used for what we shall cdl "relational
processng', i.e. the signal belongng to the vowel transitions
was used to extrad information abou the neighbouing
consonant by mapping the a®ustic parameters belongng to
the transitions onto phoretic feaures representing the placeof
articulation d the neighbouing consonant. The results are
compared with those from the subexperiment of Experiment 2
which uses mapping d the aoustic parameters belongng to
the consonants only.

4.1. Data

The inpu signals are the same & in the previous experiments.
Both consonants and vowel transitions are mapped orto
consonantal phoretic feaures. Labels are different from the
ones used in experiment 1 when vowel transitions are mapped:
becaise vowel identity is not relevant for the am of the
experiment, namely consonant identificaion, al vowels were
poded, resulting in labelnames like "V_uvd' and "den_V".
Poding d al vowels was not possble in Experiment 1,
because the vowel transitions are diff erent for ead vowel and
these aoustic differences have to be respeded in hidden
Markov modelling to ensure sufficient homogeneity of the
inpudata for each HMM. The reason why this is not a
problem in the mapping experiment which is presented here is

that the Kohoren networks map dfferent amustic variants
onto the same phoretic fedaure vedors, thus creding
homogenous inpu to hidden Markov modelli ng despite of the
variability in the aoustic parameters for diff erent vowels.

4.2. Mapping and hidden Markov modelling

The mapping procedure was the same & in Experiment 2.
Hidden Markov modelling was aso the same & in that
experiment, except that 46 HMM's are used when transitions
were mapped (30 consonant HMM's plus 2 x 8 HMM's for
vowel onset and vowel offset transitions for 8 paces of
articulation — cf. 280transition HMM’s in Experiment 2).

Since Experiment 1 has siown that vowel transitions only
enhance identification d the neighbouing consonant's place
of articulation, the aoustic parameters belongng to vowel
transitions are only mapped orto placeof-articulation feaures
of the neighbouing consonant. For frames belongng to
consonants, the aoustic parameters are mapped orto the full
set of consonantal phoretic feaures, as was the cae in
Experiment 2.

Since different amustic parameters are relevant for vowel
transitions than for the cnsonants themselves, two Kohoren
networks were trained. One was trained with delta parameters
only, and shoud therefore better refled the spedral changes
which are relevant for the formant trgjedories in the vowel
transitions. Since spedral change is not important for the
consonant HMM's, the other Kohoren network was trained
with MFCC's and energy. By concaenating the output vedors
from the two Kohoren networks, the hidden Markov
modellingis all owed to seled the relevant information.

4.3. Results and discussion

We only found a smal improvement in the nsonant
identification rates (0.23 percent points) as well as in the
identificaion rate of the mnsonants' placeof articulation (1.59
percent points). For manner of articulation, there was a small
deaease of 1.03 percent points (table 3).

Table 3. |dentificaion rates for 32 consonant caegories after
mapping, withou/with use of vowel transitions, as well as for
8 placeof-articulation and 7 manner-of-articulation categories

noV transitions V transitions
consonant 52.00% 52.23%
place 66.12% 67.71%
Manner 77.70% 76.67%

First, of course, it must be noted that the baseline results are
already good so that large improvements are less likely. But
analysis of the data dso showed that the negligible changesin



the identificaion rates compared to the improvements in the
first two experiments probably lie in undertraining o the
vowel transitions in the Kohoren networks used for acoustic-
phoretic mapping. Experiments for a larger corpus (TIMIT)
are underway to verify this assumption.

5. CONCLUSIONS

Three ecosslanguage experiments were caried ou to show
how consonant identification can be improved even if no
lexicon a language model is used.

In a first experiment the use of vowel transitions was
investigated in a cnsonant identification experiment based on
hidden Markov modelling, using mel-frequency cepstra
coefficients, energy and the mrrespondng celta parameters as
inpu parameters. It was siown that espedally the mnsonants
place of articulation was identified much better when
transitions are avail able to the system.

In a second experiment, the aoustic parameters were mapped
onto dstinctive phoretic feaures and then used for hidden
Markov modelling. A large improvement in consonant
identificion, as well as in the identificaion o place ad
manner of articulation, was found in comparison to the
baseline experiment, in which the aoustic parameters were
fed into hidden Markov modelli ng dredly.

In a third experiment it was sown that mapping vowel
transitions onto relational phoretic feaures does not lea to
the expeded improvement in consonant identificaion. The
most likely reason for this is that amustic-phoretic mapping
in the Kohoren network bress down duwe to undertraining o
the vowel transitions. The experiment will be repeaed with
the TIMIT database to overcome this problem.

Given these good results from our experiments, the
application d the proposed signal processng is expeded to
improve the phore recogrtion rates in a mmplete ASR
system, since we nedl rely less on the lexicon and language
model to corred errors at the aoustic level. An experiment is
currently in progressto test the validity of this expedation.
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